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Abstract—This paper provides an overview on the rationales in
incorporating massive multiple-input multiple-output (MIMO),
non-orthogonal multiple access (NOMA) and interleave division
multiple access (IDMA) in a unified framework. Our emphasis is
on multi-user gain that refers to the advantage of allowing multi-
user transmission in massive MIMO. Such gain can potentially
offer tens or even hundreds of times of rate increase. The
main difficulty in achieving multi-user gain is the reliance on
accurate channel state information (CSI) in the existing schemes.
With accurate CSI, both orthogonal multiple access (OMA) and
NOMA can deliver performance not far away from capacity.
Without accurate CSI, however, most of the existing schemes
do not work well. We outline a solution to this difficulty based
on IDMA and iterative data aided channel estimation (DACE).
This scheme can offer very high throughput and is robust
against the pilot contamination problem. The receiver cost is low
since only MRC is involved and there is no matrix inversion
or decomposition. Under time division duplex, accurate CSI
acquired in the up-link can be used to support low-cost down-
link solutions such as zero-forcing. These findings offer useful
design considerations for future systems.

Index Terms—Massive MIMO, NOMA, IDMA, iterative MRC
and DACE

I. INTRODUCTION

Multiple-input multiple-output (MIMO) is a wireless tech-
nology employing multiple transmit and receive antennas [1]-
[11]. Massive MIMO refers to the situation when the number
of antennas involved is very large [12]-[18]. A typical massive
MIMO setting is unbalanced, with far more antennas at a
base station (BS) than those at a mobile terminal (MT) due
to different physical sizes. Massive MIMO provides abundant
spatial diversity. How to make best use of such diversity with
low cost is a research topic of important practical implications.
Channel state information (CSI) plays an important role in
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massive MIMO. CSI quality can be affected by, e.g., channel
estimation error [19], channel variation and RF calibration
error [20]. The correlation among different pilots also results
in the so-called pilot contamination problem [12], [13], [21],
[22]. CSI errors may seriously affect performance in massive
MIMO.

Conventional orthogonal multiple access (OMA) schemes,
such as frequency division multiple access (FDMA) and time
division multiple access (TDMA), rely on orthogonality in
either frequency or time to avoid interference. In MIMO,
orthogonality can also be established in space via zero forcing
(ZF) [2]. In the absence of interference, simple single-user
detection (SUD) is sufficient in OMA.

Non-orthogonal multiple access (NOMA) refers to multi-
user transmission schemes that allow interference among
users. The concept of NOMA with power control (PC) and
successive interference cancelation (SIC) was introduced in
[23]. It was shown in [24] that PC-SIC is asymptotically
capacity approaching in MIMO up-links when user number
is sufficiently large. Recently, NOMA based on PC-SIC has
been widely discussed to improve the fairness issue [25]-[32].

In general, MIMO capacity can only be achieved by NOMA
but not by OMA [4]-[7]. Multi-user detection (MUD) [2],
[24], [33]-[39] is required for this purpose. Therefore NOMA
has a theoretical advantage. The difference, though, can be
minor under perfect CSI in practical cellular environments
when resource allocation over rate, power, time and frequency
is applied in OMA. (See [2], [40] and Section III below.)

Direct-sequence code division multiple access (DS-CDMA)
[41]-[43] and interleave division multiple access (IDMA)
[44]-[60] are two realization techniques for NOMA. DS-
CDMA relies on user-specific spreading sequences for mul-
tiple access. Spreading incurs rate loss, which is not preferred
in high rate applications. IDMA overcomes the problem by
employing user-specific interleaving for multiple access [44]-
[60], which does not incur rate loss. Inspired by turbo and
low-density parity-check (LDPC) codes [61]-[64], IDMA was
originally introduced using a sparse graphic representation
[65]. IDMA is applicable in very high rate applications [66],
[67].

Various options involving the above mentioned concepts
have been recently discussed for the 5th generation (5G) cel-
lular systems [68]—-[75]. It has been generally agreed that mas-
sive MIMO is promising in significantly enhancing through-
put. Most works on NOMA are for small MIMO systems [25]—
[32]. It is not yet clear how to efficiently integrate NOMA with
massive MIMO. The advantages and disadvantages of various
options are still heavily debated issues.
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This paper provides an overview on the rationales in in-
corporating massive MIMO, NOMA and IDMA in a unified
framework. We will first compare various options. We focus on
multi-user gain [24] that refers to the advantage of allowing
multiple users to transmit simultaneously at the same time-
frequency resource block. Potentially, multi-user gain can lead
to immense rate increase, but its reliance on CSI is an obstacle.
With accurate CSI, both OMA and NOMA can perform not
far away from capacity. Without accurate CSI, however, most
existing schemes do not work well.

We will outline a solution based on time division duplex
(TDD) and iterative processing. Only very coarse CSI for the
up-link, that can be obtained using pilots, is required at the
beginning. Such CSI may not be sufficient to establish reliable
spatial orthogonality, and hence the up-link has to be NOMA.
IDMA offers a simple option for this purpose. An iterative
maximum ratio combining (MRC) and data aided channel
estimation (DACE) [19], [22], [45], [76]-[78] technique is
used to refine CSI and data estimates gradually. This I-MRC-
DACE technique has the following features.

o It is robust against pilot contamination [22] and can
achieve very high CSI accuracy [45].

o It can deliver drastically increased throughput.

o The cost involved is low. No matrix inversion or decom-
position is involved.

Under TDD, CSI acquired from the up-link can be used in the
down-link. Then ZF with resource allocation is a simple and
efficient option for the down-link. NOMA may squeeze out
more gain if complexity at MTs allows, but the extra benefit
is limited in cellular environments.

In the above scheme, reliable up-link channel estimation
holds the key to the overall performance, despite the fact
that the down-link traffic is usually more demanding. We will
provide numerical results to support the above claims. We will
demonstrate the simplicity and efficiency of IDMA, compared
with other more sophisticated signaling/detection techniques.

For convenience, we will use the following notations
throughout this paper:

Ngs number of antennas at a BS,

Ny number of antennas at a MT, and

K number of concurrently transmitting users at the same
time and on the same frequency.'

We will mostly discuss the up-link and rely on duality for
down-link performance [2], [5], [79]. We will discuss single-
cell systems from Sections II to I'V. Multi-cell systems will be
discussed in Section V.

II. CHANNEL MODEL

Massive MIMO systems can be divided into millimeter-
wave [80]-[86] and sub-millimeter wave ones [12]-[18].
Channel modelings are different in these two cases.
Millimeter-wave systems are primarily for indoor applications
[85], [86]. In this paper, for simplicity and aiming at general

IThese K users may or may not interfere each other, depending on
transmitter and receiver structures. ZF may eliminate interference. NOMA
in general involves interference. Also note that, when resource allocation is
applied, some users may be allocated to zero rate.
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cellular applications, we will focus on conventional sub-
millimeter modeling. However, most discussions below, in
particular multi-user gain, can be extended to millimeter-wave
systems.

A. Up-link Channel

We start from the up-link. Assume underlying orthogonal
frequency division multiplexing (OFDM) operations, so that
inter-symbol interference (ISI) can be ignored. For simplicity
we will assume Ny = 1.

We write the received signal (over a particular OFDM
subcarrier) in a multi-user MIMO up-link system at time j
as [2]

K
) =Y hyi(d) + n(), (1)
k=1

where y(j) is an Npg x 1 signal vector received at BS
antennas, hy an Npg x 1 channel coefficient vector, xy(j)
a symbol transmitted from the kth user, and 1(j) an Npg x 1
vector of complex additive white Gaussian noise (AWGN)
with mean 0 and variance 02 = Ny/2 per dimension. Eqn.
(1) can be rewritten into a more compact form as

y(j) = Hz(j) +n(j), (2a)
with
H = [hy, ko, .. gy oo B (2b)
2(j) = [12(5), 22(9), (G 2w (D] (20)
The (n, k)th entry of H is denoted as H,, :
H, = (hy)n, (2d)

where (hy),, is the nth entry of hy. It is the channel coefficient
between the nth BS antenna and MT k.

B. Channel Gain and Angle

A mobile channel generally experiences both slow (includ-
ing lognormal fading and path loss) and fast fading (i.e.,
Rayleigh fading). We model H,, j as [2]

Hpgo = HY* - H™Y, (3a)
Hslow _ Hlognormal . Hpathloss’ (Sb)
where H,’ lognormal H} pathloss ynd H fd. are for, respectively,
lognormal fading, path loss and Raylelgh fading. The follow-
ings are assumed.

« H flazt is independent and identically distributed (i.i.d.) for
every (n, k) pair.
HEormal and HPAMIOSS are jid. over k and invariant
over n for a fixed k.

The following normalizations are adopted

2) g <‘H£athloss 2) E (|Hfaat ) -1
(4a)

For large Npgs, following the law of large numbers and from
(4a), we have

E (’Hllcognormal

Ngs

fast
NBS Z [Hai |~

(4b)
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We call ||h||® channel gain and

br = hi/ || b (a)

channel angle. From (3a) and (4b),

| ~ | HZOY | Nigs. (5b)

Property 1: In a massive MIMO system with the assump-
tions stated earlier, channel gain |/hy||° is approximately
determined by slow fading and channel angle ¢; by fast
fading.

Consider a special case when only user k is allowed to
transmit. Using (5b) and as det(I,, xm + AB) = det(L,xn +
BA) where I, and I, ,, are unit matrices with proper
sizes, we have the channel capacity for user k [2]

TZinglefuser _ log2 (det <I + (No)ilhkthpk)>
= log, (1 -+ (o)™ A I*ps )
~ log, (1 + (NO)_1|H,§1°W}2NBspk> ,  (6)

when Npg — oo. Here py is the transmission power of user
k. We refer to (6) as single-user capacity. The approximation
in (6) results from the channel hardening effect [87], [88] and
greatly simplifies the analysis problem.

Property 2: When Npg is large, single-user capacity is
approximately independent of fast fading and is determined
only by slow fading.

The above says that the effect of fast fading is averaged
out in capacity evaluation. This should be distinguished from
the fact that the knowledge on fast fading is required in the
realization of MIMO capacity, as discussed below.

C. Constraints

Denote by r and py = E(|zx(j)|?) the rate and transmis-
sion power of user k, respectively. The sum transmission rate
and power of all users are denoted, respectively, by

K K
Rsum = Z Tk and Psum = Zpk (78.)
k=1 k=1

For a complex channel, the sum signal to noise ratio (SNR)
is defined as

SNRsum = Psum/NO~ (7b)
We will consider the following two types of constraints for
system design.

o Equal-power constraint (EPC): In this case, pr =
Pyym/K for all k. We optimize ry, to maximize Rgym.

o Sum-power constraint (SPC): We optimize p; and 7y
together to maximize Rgyp,.

Alternatively, we can also maximize the proportional fairness
criterion sum-log-rate »  log(ry) under SPC [2], although we
will only briefly discuss this issue in this paper.
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D. Multi-Cell Systems

The above SNRg,n, is for a single-cell system. A multi-
cell system can be characterized by a signal to interference
and noise ratio (SINR). Suppose that cross-cell interference
behaviors in the same way as additive noise. Then a multi-
cell system with a given SINR is equivalent to a single-cell
one with a matching SNR. Because of this equivalence, for
simplicity of discussions, we will focus on single-cell systems
below. (Also see footnote 2.)

In Section V-C, we will see that, due to the pilot con-
tamination problem, cross-cell interference actually cannot be
treated in the same way as additive noise. We will discuss the
consequence of this problem and a potential solution using
DACE.

E. Down-link

According to the duality principle [5], [79], the down-link
performance can be predicted from the up-link counterpart in
many cases. This greatly saves our effort, as will be explained
later.

III. PERFORMANCE WITH MULTI-USER CONCURRENT
TRANSMISSION

In this section, we compare different transmission strategies
in massive MIMO. We will show that allowing more users to
transmit concurrently can significantly enhance sum-rate. We
will assess the impact of CSI errors on this issue for different
realization techniques.

A. Gain from Multi-user Concurrent Transmission
Massive MIMO potentially provides two types of gain:

e power gain from beamforming (BF), and

« rate gain through exploiting spatial diversity.

To benefit from BF, single-user transmission suffices. Power
gain via BF can also be translated into rate gain. The latter
grows logarithmically with Ngg, which is relatively slow.

The potential sum-rate gain offered by spatial diversity is
much more impressive. This can be achieved by allowing more
users to transmit simultaneously over the same time and same
frequency. The related advantage is referred to as multi-user
gain. Sum-rate increases with Ngg much faster in this way. It
can be shown that, for a fixed K/Ngg ratio, sum-rate grows
linearly with Npg.

Multi-user spatial diversity has been discussed in [2]. The
emphasis in [2] is on opportunistic beamforming and schedul-
ing in SISO and small MIMO, where single-user capacity
is affected by fast fading. Scheduling is an effective way to
benefit from channel fluctuation in this case.

For massive MIMO, however, single-user capacity is ap-
proximately determined by slow fading only (See Property 2
in Section II-B). Scheduling over slow fading may result in a
serious delay problem. Therefore, instead of scheduling, our
emphasis is on multi-user concurrent transmission with a large
K.

A large K implies high transmitter and receiver costs. We
need to examine carefully whether the potential benefits can
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Fig. 1. Sum-rate capacity with EPC and SPC. Npg = 64 and Ny = 1. Both
slow and fast fading factors are included. Path loss is based on a hexagon cell
with a normalized side length = 1. The minimum normalized distance between
users and the BS is 35/289, corresponding to an unnormalized distance of 35m
for a LTE cell with radius 289m. The loss factor = -3.76 and lognormal fading
deviation = 8 dB. The channel samples are normalized such that the average
power gain = 1. No power control over slow fading.

justify the cost. For this purpose, Fig. 1 shows the potential
sum-rate capacity gain for a single-cell system. Perfect CSI
at receiver (CSIR) and perfect CSI at transmitter (CSIT)) are
assumed in Fig. 1. The curves apply to both up- and down-
links following the duality principle [2], [5], [79]. For capacity
computation, see [8].

We can make the following observations from Fig. 1:

o Multi-user gain is seen from the growth of sum-rate with
K. The potential gain is in the order of tens of times for
both EPC and SPC.

o The difference between EPC and SPC is initially small
but becomes noticeable when K is very large. This
indicates the importance of resource allocation when K
is large.

Fig. 1 shows that multi-user gain is very attractive. Diversi-
fying power over more users, i.e., increasing K, is a very
effective way to increase sum-rate. Motivated by this, in what
follows, we will discuss efficient realization techniques for
multi-user gain at affordable cost.

B. Angle and Near-Far Diversities

Spatial diversity can be further divided into angle and near-
far diversities that refer to, respectively, the variations in {¢y}
and {||hy||?} respectively. The related advantages are referred
to as angle gain and near-far gain respectively.

Recall that the size of H in (2) is Npg x K and the angles
{¢r} are normalized columns of H. Assume that {¢y} are
i.id. (See Section II-B). When K < Npgg, {¢} are almost
orthogonal to each other. This effectively results in K parallel
interference-free channels. Increasing K can thus increase
system sum-rate, which leads to angle gain.

Angle diversity alone does not fully explain multi-user
gain. For example, it is impossible to have more than Npg
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orthogonal angles when K > Ngg. The variation in {||h||*}
due to slow-fading also contributes. This is referred to as near-
far diversity [2], [23], [24], [89], although it can be caused by
both block fading and path loss in massive MIMO.

Roughly speaking, angle gain can been from the EPC curves
and near-far gain from the difference between a pair of SPC
and EPC curves with the same SNRg,,, in Fig. 1. For SPC,
angle gain dominates the overall gain.

Angle gain is available only in MIMO and not in SISO. On
the other hand, near-far gain is available in both MIMO and
SISO. Angle and near-far gains can be achieved by both OMA
and NOMA. We will discuss various options in the following
subsections.

C. ZE MRC and MRC-SIC

Fig. 1 is for capacity analysis. We now turn attention to
practical realizations. ZF and MRC are two common options.
A ZF estimator is given by [2]:

&(j) = (HTH) " H"y()). (8a)

Substituting (2a) into (8a) and letting &(j) =
(HEH)"*H"n(j) , we have

z(j) = =(j) + £0)- (8b)

Clearly, &(j) can be used to estimate () . With ZF, different
users are divided into different orthogonal subspaces, which
avoids interference and provides angle gain. When H H is
ill-conditioned, the noise term £(j) = (HY H)~'H"n(j)
in (8) suffers from an amplification effect [2]. Water-filling
over different orthogonal subspaces can be used to alleviate
the problem, which also provides near-far gain.

An MRC estimator [2] is defined in a symbol-by-symbol
form as

#4(7) = hily(5)- (9a)
Substituting (1) into (9a),
2r(J) = Mk (J) + & (9)s (9b)
where X\, = ||hi||> = R h, is a scalar and
K
&G = Y hhpau()+hinG) o

k'=1,k'#k

is an interference (from xy/(j), k' # k to x(j)) plus noise
term. MRC does not involve matrix inversion and so has lower
cost than ZF. However, interference is a problem for MRC,
especially when K is large.

MRC-SIC [24] retains the low cost of MRC while sup-
presses interference. We illustrate its principle using K = 2.
Assume that the signal of user 1 is decoded first. In this case,
from (9) we have

z1(5) = M1 (4) + &.(9),
€,.(5) = h hoxs(5) + REn(j).

We treat £1(j) as a Gaussian additive noise. The achievable
rate of user 1 based on (10) is

h 2
r1 = log, <1+ - pl! il . ) (11a)
pa||hf ha " /IR ||” 4+ No

(10a)
(10b)
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Fig. 2. Near-far gain by NOMA and OMA in SISO MAC under EEC. NOMA
is based on SIC and OMA on TDMA-FL. TDMA with equal length (TDMA-
EL) is used as reference. Npg = 1 and Ny = 1. Other system settings are
the same as those in Fig 1.

After successfully decoding z1(j) , its interference is sub-
tracted from y(j). We then decode z5(j) with achievable rate

ry = log 1+M (11b)
2 2 NO
Based on the above, we have
2
R = log, pillhall
sum 2
p2||R{ ha |/ lla]® + Ny
PINTE:
+log, (1 n pz'“') . (11¢)
Ny

Angle gain can be seen from the correlation term ||hf1 h2||2
in (11c) which represents interference. Its impact reduces
statistically when Npg increases.

Near-far gain stems from the difference in |h||* in (11c)
that allows room for optimization. For example, we can adjust
p1 and po to minimize Ps,, when r; and ro are fixed [24],
[90], [91] or to maximize Ry, when r; and ro are adjustable
[2], [5], [92], or alternately, to maximize sum log-rate log(r1)
+ log(ro) for better fairness [2], [25], [26], [93].

It can be shown that MRC-SIC is asymptotically capacity
approaching in a MIMO with K — oo [24].

We categorize MRC-SIC as NOMA since it requires MUD
(in the form of SIC) and ZF as OMA since it requires SUD
only. MRC is on the borderline: it employs SUD without
spatial orthogonality. MRC works fine only when interference
is negligible.

D. NOMA and Its Limitation in SISO

The following discussion provides useful insights into
NOMA and OMA. Let us consider a special case of MRC-SIC
in SISO, for which every hj reduces to a scalar hj so (11c)
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becomes

Reum =logy | 1+

P2\h2\2+N0 No

(12a)
This is a special case of the following SISO SIC scheme with
K users:

hyl? hol?
_ >+log2 <1+p2| 2|

2
Pr|hi (12b)

K
Roum = Z logo | 1+ =

k=1 >, prlhw]?+ No

k'=k+1

Power control (PC) can be applied over p; to maximize
the SIC sum-rate in (12). The achievable rate by this PC-
SIC scheme coincides with the capacity of a K-user SISO
multiple-access channel (MAC) given below [2], [94]

1K
Raum = logy | 1+ 5= ;mhkﬁ (12¢)

As comparison, we consider OMA under resource alloca-
tion. We adopt TDMA with flexible length (TDMA-FL), in
which time slot lengths for different users are optimized to
maximize sum-rate [2]. We first consider equal energy control
(EEC), in which different users have different power levels but
their total energy per frame is the same. (This is possible since
their transmission durations can be different.) It is shown in
[2, pp. 232-234] that TDMA-FL is capacity achieving under
EEC. This is illustrated in Fig. 2. Clearly, NOMA and OMA
have the same performance in this case. OMA is actually a
simpler option since it involves SUD only.

The situation is slightly different if the total energy per
frame per user can also be freely optimized under the sum-
energy constraint (SEC). For example, consider maximizing
sum-log-rate log(ry) + log(ry) under the proportional fairness
criterion [2]. Fig. 3 illustrates the related numerical results
for K = 2 in the typical SNR range’. The sum-rate curves
in Fig. 3(a) show that PC-SIC is only slightly better than
TDMA-FL (about 8% over TDMA-FL and 20% over TDMA-
EL at SNRgym = 10 dB). The sum-log-rate curves in Fig. 3(b)
indicate that all the schemes have almost the same fairness.

The multi-user gain in Figs. 2 and 3 solely comes from
near-far diversity, since there is no angle diversity in SISO.
Later in Section III-G, we will see the implications of the
above observations in MIMO.

E. Comparisons of ZF, MRC and MRC-SIC

Fig. 4 compares different approaches under perfect CSIR
with the same channel parameters as those in Fig. 1. For
ZF under SPC, resource allocation is applied through user

This range is used for the following reason. In a multi-cell system, we

should consider interference from other cells. Define the SINR as
SINRsum = Psum/(NO + Icrossfcell)

where Icross—cell 1S the total cross-cell interference from all neighbor cells.
Based on the discussion in Section II-D, we assume that other-cell interference
can be approximated as additive noise and then SNRsum in a single-cell
environment has the equivalent effect as SINRsum in a multi-cell one. At
the end of Section V, we will show that 0-10 dB is a common range for
SINRsum in a multi-cell system, which translates to 0-10 dB for SNRsum
in single-cell system.
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average sum log-rate

Fig. 3. Achievable sum-rate under SEC. (a) Average sum rate, and (b) average
sum log-rate for NOMA and OMA. System parameters are the same as those
in Fig. 2.

selection [90] and water-filling [2]. For MRC-SIC with SPC,
to reduce complexity, we simply adopt the same PC levels as
those obtained from capacity analysis. Decoding starts from
the user with the highest channel gain. Unequal rate allocation
[2] is assumed in all the schemes compared in Fig. 4.

Following the duality principles [2], [5], [79], Fig. 4 is
applicable to both up- and down-links. Transmitter ZF and
maximum ratio transmission (MRT) are, respectively, the
down-link duals of receiver ZF and MRC [2]. The down-
link dual of the up-link PC and MRC-SIC involves highly
complicated dirty paper coding [95]. An exception is SISO,
in which simple PC-SIC is capacity achieving for both links
(using opposite decoding orders [2, pp. 241]).

We are not aware of a good optimization method for MRC
under SPC. Therefore there is no related result in Fig. 4.

We make the following observations from Fig. 4.

e« MRC works fine only when K is very small.

e When K is small, ZF can perform close to capacity.
When K is large, however, ZF works well under SPC,
but not under EPC. The problem is caused by noise

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2017.2725919, IEEE Access

60 T T T T T T T

—*— Capacity
—6— MRC-SIC L
| —<— zF

—+— MRC

average sum-rate (bits/channel use)

0 8 16 24 32 40 48 56 64
number of users K

Fig. 4. Achievable sum-rate of different approaches under perfect CSIR.
System parameters are the same as those in Fig. 1. SNRsuym = 5 dB.

amplification discussed below (8).

e MRC-SIC performs well for all K under both EPC and
SPC.

o Angle gain can be seen from the EPC curves, which is
around ten folds for MRC-SIC. Resource allocation offers
further near-far gain. The latter can be achieved by both
OMA via ZF and NOMA via MRC-SIC.

Thus, under perfect CSI, both OMA (e.g., ZF) and NOMA
(e.g., MRC-SIC) can offer good multi-user gain. Using duality,
we expect that ZF works well in the down-link. MRT is also
an option when K is small.

We expect that MRC-SIC can potentially offer good fairness
with proper rate and power optimization. We are still working
on this problem.

F. NOMA via ZF-SIC

There are more sophisticated options. In the down-link ZF-
SIC schemes in [28], [30], ZF is used to create orthogonal
subspaces. The users in the same sub-space form a group.
SIC is applied to the users in each group. This ZF-SIC scheme
improves fairness [28], [30] but suffers from some obstacles:

e Orthogonal grouping is difficult in practice. To see this,

let Pr(g) be the probability of the event that the size of
a group is g. It can be shown that Pr(g) — 0 quickly
when g increases. The probability of g > 2 is usually
very small, which implies that the benefit of SIC is small
statistically.

« With CSI error, cross group interference may cause severe

problem during SIC.

e The cost of SIC in the down-link can be a concern.

G. OMA via ZF-TDMA and TDMA-ZF

Now suppose that orthogonal grouping has been done
via ZF as above. We actually have a much simpler OMA
alternative by applying TDMA to the users within each group.
We call this approach ZF-TDMA. Similar to the discussions
above, we have Pr(g > 2) ~ Pr(g = 2). From Fig. 3, we
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expect that ZF-TDMA (with FL) underperforms ZF-SIC only
slightly at g = 2.3 The difference is insignificant compared
with the overall multi-user gain in the order of tens of times,
as seen in Fig. 4.

ZF-TDMA still involves orthogonal grouping. We can avoid
the problem by swapping the order of ZF and TDMA as
follows

e Each time frame is divided into non-overlapping slots.

Each time slot is assigned with several users.

o ZF is applied to the users in each slot.

We call the above TDMA-ZF. It can be categorized as OMA
and requires only SUD. Judging from Fig. 3, we expect that
flexible time allocation can offer good multi-user gain as well
as improved fairness in TDMA-ZF.

H. Impact of Uncertain CSIR

From Fig. 4, channel capacity can be reasonably approached
by ZF or MRC-SIC under perfect CSIR. The situation can
be very different with CSIR error. Since the related capacity
analysis is difficult, we will discuss the issue using numerical
results below.

Denote by H-= {ﬁnk} and AH = {AH, ;} two Npg X
K matrices of i.i.d. complex Gaussian entries with zero mean
and unit variance. We adopt a simplified model to characterize
CSI error [96], [97],

H=./H +1—-¢AH, (13)

where \Eﬁ and v/1 — e A H respectively represent the known
and unknown parts of H, and ¢ (0 < e < 1) is a confidence
factor: € = 0 for no CSI and € = 1 for perfect CSI. The mean
square error (MSE) of CSI is given by

-2
MSE = E UHk - \/EHW‘ } —1—e (14
This relationship will be used in Section V-C.
Substituting (13) into (2a), we have
y(j) = VeH=(j) +1(j), (152)
where
n(j) = V1 —eAHz(j) +n(j) (15b)

is an equivalent noise vector. Note the similarity between (2a)
and (15). We can carry out simulation by treating \/EIEI and
7(j) as if they are, respectively, the true channel matrix and
additive noise. However, 77(j) in (15b) is actually dependent
on x(j). We observed considerable performance deterioration
due to such dependency.

The impact of CSI error is demonstrated in Fig. 5 for dif-
ferent ¢ values. A rate-1/3 turbo code with two convolutional
component codes of generator matrix (1,13/15)s is used for

3 Since the users in each group have the same angle, the operation within
each group is equivalent to SISO SIC in (12). We can thus use Figs. 2 and 3
for performance assessment. This is only an approximate treatment since the
distributions of channel gains are different for SISO and MIMO.

Also note that the difference among the curves in Fig. 3 increases with
SNRgsum. In a cellular system, SNRgsum is limited by cross-cell interference.
(See footnote 2.) For sum-rate maximization, each group has very small
probability to be allocated with a very large sum SNR. Therefore we can
focus on the range of SNRsum in Fig. 3.
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Fig. 5. The impact of CSIR error. Ngg = 64 and Nyt = 1. Rayleigh
fading. No slow fading. Rate-1/3 turbo coding. The length of information
bits of each user Jinr, = 1200. A codeword is transmitted over 10 resource
blocks. Each resource block contains 180 symbols experiencing the same
fading conditions. € = 1, 0.8 and 0.5 respectively for each scheme. Iterations
process until convergence for the turbo decoder of each user.

each user. Detailed receiver principles related to Fig. 5 will
be explained in Section IV. We can see the loss due to CSIR
error for all the schemes. The loss becomes more noticeable
when K increases.

MRC outperforms ZF in Fig. 5 when € = 1 (i.e., perfect
CSI) which is different from the results in Fig. 4. This is
because, for convenience of simulation, equal rate allocation
is used in Fig. 5. Related discussions can be found in [98]. The
problem can be improved by unequal rate allocation, which is
assumed in Fig. 4.

We can also see from Fig. 5 that ZF is most sensitive
to CSI error. This is expected, since CSI error destroys the
interference free assumption in ZF. It appears that MRC-SIC
is the more robust one against CSI error in Fig. 5.

Using duality principles, we can also show that CSI error
has similar impact on ZF and MRT in the down-link.

1. Summary: NOMA vs OMA

We now summarize Section III. Comparing Figs. 1, 3, 4
and 5, we can make the following observations:

e Multi-user gain from increasing K is potentially very
large.

o With accurate CSI, a major part of multi-user gain can be
achieved by OMA (i.e., ZF or TDMA-ZF) with proper
resource allocation. The remaining gain by introducing
NOMA is only incremental.

o Without accurate CSI, all existing methods perform
poorly at large K.

Based on duality, the above arguments apply to both up- and
down-links.

Assume TDD. CSIR acquired from the up-link can serve
as CSIT for the down-link. Then reliable up-link channel
estimation holds the key to massive MIMO systems under
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TDD, for both NOMA and OMA. In what follows, we will
show that NOMA has an edge over OMA on this issue.

1V. IDMA AND ITERATIVE MUD

Fig. 4 shows that MRC-SIC can offer excellent performance
at relatively low cost in the up-link. Ideal capacity-achieving
coding and decoding are assumed there. A practical code
incurs extra loss in each SIC step. Such loss accumulates
during the SIC process, which can result in serious overall
loss. Iterative detection outlined below can compensate for
such loss. Iterative processing is also the core in the data aided
channel estimation technique approach discussed in the next
section. IDMA facilitates these iterative techniques.

A. Sparse Graphic Model for IDMA

IDMA was originally proposed through a sparse graph
model [65]. Fig. 6(a) shows a SISO example of a 3-user
IDMA system, in which a circle represents a variable and a
square marked with ”+” represents an addition. Interleaving
is represented by random edge connections. When the frame
length J increases, the graph becomes more sparse, which
facilitates iterative decoding [99], [100]. More details are
explained below.

B. IDMA Transmitter

For simplicity, we first consider SISO systems. Let cj
= {cx(j)} be a length-J codeword generated by users k.
Assume that ¢, (j) is in the binary phase shift keying (BPSK)
format: ¢, (§) € {—1, + 1}. A transmitted symbol with BPSK
signaling from user £ at time j is given by [44]

2k (f) = vprer(i'), (16a)

where /py is a power control factor and j’ is determined by
a user-specific interleaver 7 (-). Alternatively, a transmitted
symbol with quadrature phase shift keying (QPSK) signaling
from user k at time j is given by

Relzk(5)] = V/pi/2ck(5'), (16b)
Im[zy,(§)] = v/pr/2ck(5"), (16¢)

where j' and j” are determined by interleaving. The received
symbol y(j) at time j is given by

K
3) =Y k(i) + ),
k=1

where hy is the channel coefficient for user k and 7(j) an
AWGN sample.

Fig. 6(b) is a protograph representation [101] of Fig. 6(a).
Here each double circle represents a vector and each double
line represents a vector connection. Random interleaving is
implicitly assumed for each double edge. Denote by y = [y(1),
y(2), ..., y(J)]. Note the difference between y and y(j) in (1).
The former is a temporal sequence received on one antenna
and the latter a spatial sequence received on Npg antennas
at time j. Similarly, denote by ¢ and 7} the coded and noise
sequences over time, respectively.

Fig. 6 can be modified to represent the MIMO system in
(1) by replacing y(j) and n(j) with their vector forms y(j)
and n(j) for signals over multiple antennas.

(16d)
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C. Iterative Detection

An IDMA receiver consists of two local processors, namely
elementary signal estimator (ESE) and decoder (DEC) [44] as
shown in Fig. 7. Both ESE and DEC evaluate the extrinsic
log-likelihood ratios (LLRs) below [44]

LLReXtriIlbiC (Ck: (.]))
Pr (Ck(J) =-1)

The following two steps are iterated in the receiver.

o ESE: Evaluate (17) using (16d) only (i.e., ignoring the
coding constraint). The results are fed to DEC as its
a priort LLRs.

o DEC: Evaluate (17) using a bank of K local decoders,
each for a user. The results are fed to ESE as its a priori
LLRs.

DEC is a standard device. Maximum likelihood (ML) estima-
tion [102] is the optimal realization for ESE. ML involves all
K bit combinations from K users, with complexity increasing
exponentially with K. For other modulations, complexity can
be even higher. For example, the complexity is O(4%) for
QPSK.
Gaussian approximation (GA) is a low cost alternative. The
principle of GA for SISO can be found in [44]. GA for MIMO
is explained below.

LLRa priori (Ck( )) Vk j (17)

D. Iterative MRC (I-MRC)

We start from the MRC estimator in (9) that is repeated
below:

Zr(J) = Mk (9) + €.(5), (18a)
K
G0 = Y. (hi'hy) e ()+hin(G).  (18b)
k'=1,k'#k

Iterative MRC (I-MRC) with GA works as follows. We
consider QPSK modulation. Using the extrinsic information
from DEC, we compute mean and variance for xy(j) [44]:

(1) = E(z1(5)),
= Var(Re(z(5)))

(19a)
(19b)

=8

L

v = Var(Im(zk(j))).

8

Here we assume that the variances are the same for all j and
also for both real and imaginary parts [103]. This is only an
approximation to reduce complexity. It has been widely used
in turbo decoding and turbo equalization [38], [44], [103]-
[106]. In practice, we can take average if the variances are
actually different. Using (18) and (19), we compute

K
E(&G) =R DY ke (), (20a)
k'=1,k' £k
Var (Re (&(4)))
K
= > Var (Re (hf () + s> Noj2. A
k'=1,k'#k
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Fig. 6. (a) Factor graph illustration of IDMA (J = 4 and K = 3). (b) Protograph representation of (a).

Let Re[zx(4)] = v/pr/2ck(j’) for a certain j' (See (16)). With
GA, we approximate £(j) in (18a) by a Gaussian random
variable, so that (17) can be evaluated as [44]

__PVI2 po B e
= Var (Re (6,)) " E(gk(]g)ﬁ

In (21), we effectively treat (18a) as a single user model so the
detection complexity is negligible. The main complexity of I-
MRC is the updating operations in (20). To reduce complexity,
we rewrite (20a) in a sum-and-subtract form as

LLRextrinsic (Ck (]l))

K

E (&) = hy! (Z b i () — hkui(j)> . (229
k=1

Note that ||hf hy | 2 o |How 12| Ho% |2 N, k' # k when

Npg is large. We can rewrite (20b) as

Var (Re (£(7)))
K
~|H}*"|* Npg (Z |HRo 2o, — |H;1°W|2vg> (22b)
k'=1

+|H;%|2 Ngs No /2.

The per user complexity in (22) does not grow with K since
the summations in (22) can be shared by K users. Thus the
overall complexity of I-MRC is significantly lower than that
of ML. The latter grows exponentially with K.

E. Related Schemes

The following are some schemes related to IDMA.

Power Control: Similar to SIC in (11), we can optimize py
in (16). The users with higher arrival powers will converge
first during iterative detection, which reduces interference to
other users. Detailed discussions can be found in [66], [67].

yO

ESE

LLRESE 5

extrinsic

Ll RD]‘.C

M rextrinsic

DEC

Fig. 7. Illustration of iterative detector.

Interleaver Design: IDMA with random interleaving usually
works well. Carefully designed interleaving may also help
[107]-[110]. Fig. 6 shows an example. We apply an extra
rate-1/2 repetition coding on top of the IDMA scheme in
Fig. 6(b) with 3 users. The results are interleaved, partitioned
and transmitted in two time slots, as shown in Fig. 8(a). Fig.
8(b) shows a slightly different variation of 6 users and 4 time
slots, in which each user transmits in two selected time slots.
The latter scheme is named as LDS-CDMA in [109], [110].
Although its name contains CDMA, LDS-CDMA actually
does not employ user-specific spreading sequences as in classic
DS-CDMA. Instead, it relies on user specific interleaving for
this purpose, similar to IDMA. Interleaving leads to sparsity
in both IDMA and LDS-CDMA, which facilitates iterative
detection.

The detection complexity in the schemes in Fig. 8 is
determined by Kyiup, where Kyup is the number of users
involved in each slot. Note that Kyyp is different from K.
For example, Kyup = 3 in both Figs. 8(a) and 8(b) so the
complexity is O(4?) with ML and QPSK.

Phase control: We can control the phases of the arrival
signals [111], [112] to reduce interference. For example, when
K =3, the phases of three users can be controlled as illustrated
in Fig. 9. This method has the following limitations.
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Fig. 9. Illustrations of phase control for K=3.

« In phase control, we need to compensate for the phase
shift of the channel. Recall from (1) that the received
signal for user k is hyxzy(j). For SISO, hy is a scalar
and the phase of 2 (j) can be adjusted for this purpose.
In MIMO, it is usually not possible to compensate for
the phases of all the elements (corresponding to different
antennas) in hj. This means that we cannot realize the
required phase distribution in Fig. 9 on all the antennas.

« Phase control requires accurate CSIT, which incurs extra
cost on the feedback link. Such cost is higher than that
for power control, since typically phase changes faster
than power.

Signal shaping and labeling: Fig. 10(a) shows a standard
BPSK constellation with two different labelings B; and Bs.
Fig. 10(b) shows two constellations resulted from super-
position coded modulation (SCM) [106], [113]. M; is the
superposition of two Bj’s. My is the superposition of B; and
Bo.

Let signals +1 and -1 in Fig. 10(a) have probability 0.5
each. Then signal O in Fig. 10(b) has probability of 0.5 and
signals 2 and -2 have probability 0.25 each. Such unequal
transmission probabilities make Fig. 10(b) more Gaussian like.
Such a signal shaping technique is studied in [106], [113]-
[116]. The optimality of SCM labeling is proved in [106].

For the SCMA scheme developed in [112], [116], one
replicas of each c; uses M; and the other uses Ms. This
scheme is effective when it is used together with phase control.

Spatial-Coupling: Fig. 11 shows a protograph of spatially
coupled IDMA (SC-IDMA) that is related to the schemes
discussed in [117]-[124]. In Fig. 11, a block marked "P”

(a) B, 4

d
oo
v

+1

11,00 01
A\
0

v

(b) M o

5 (
v
i

IO}

0 +2 +2

Fig. 10. (a) BPSK constellation with two different labelings B; and Ba. (b)
SCM constellation obtained after superimposing two BPSK signals in (a). For
M7, both BPSK signals are with labelling B1. For M2, one is with B1 and
the other with Bs.
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Fig. 11. Protograph for an SC-IDMA system with K = 3 and coupling
width W = 2. A block marked "P” partitions the transmitted sequence from
a user into two segments that are then transmitted in two consecutive time
slots. Random user-specific interleaving is applied before partitioning. No
compression is used.

partitions each cj into two segments that are transmitted in
two adjacent time slots. Each received signal y(*) in Fig. 11
is the superposition of the signals from two users except at
the two terminations. In Fig. 11, Kyup is at most 2 (for
y® and y®) and so the complexity is O(42) with QPSK
and ML, which is much lower than the schemes in Fig. 8.
Compression has been discussed for spatially coupled schemes
in [123], [124] for universal coding. No compression is used in
the simulation results for SC-IDMA in this paper. Empirically,
we observed that SC-IDMA performance can be improved by
properly increasing the powers of the two users at the two
ends (i.e., users 1 and 3 in Fig. 11). Such unequal power
control enhances the termination effect as discussed in [122].
The simulation results below are based on power allocation
ratios 1:0.75:1.

F. Numerical Comparisons

The turbo codes used below all consist of two component
convolutional codes with generator matrix (1,13/15)s (same
as that in Section III-H). The basic rate is 1/3. Puncturing is
used to obtain rate = 1/2. Each iteration involves one ESE
operation and one decoding operation per component code.
The input information of each decoder is the combination of
the feedback from ESE and the output of the appositive com-
ponent code in the last iteration. There is no internal iteration
in the turbo code of each user. The length of information bits
of each user is denoted as Jiugo.

We first consider SISO systems. Fig. 12 compares EPC and
SPC for IDMA with QPSK signaling. The advantage of SPC
is marginal for /' = 3 but becomes significant for K = 6
and 12. In particular, for K = 12, EPC performs very poorly
but SPC still works well. The performances of ML and GA
are almost the same at K = 3, even though GA has much
lower complexity. The complexity of O(4%) for ML becomes
unbearably high at K = 6 and 12. We therefore can only effort
to provide the simulation results for ML at K = 3.

The power factors in Fig. 12 are as follows: {1, 1.23, 1.54}
for K=3; {1, 1, 1, 1, 1.73, 2.24} for K=6; {1, 1, 1, 1,
1.73, 2.24, 291, 3.79, 4.92, 6.40, 8.32, 10.82} for K=12. The
detailed power optimization algorithm can be found in [66],
[67].

Fig. 13 shows the effect of interleaver design, phase and
modulation control and spatial-coupling. All schemes have
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Fig. 12. IDMA systems with EPC and SPC over AWGN channels. ML

detection for K = 3 and GA detection for K = 3, 6, 12. Rate-1/3 turbo
coding followed by rate-1/2 repetition coding is used for each user. Jinfo
= 4800. QPSK modulation. Sum-rate = 1, 2, and 4 for K = 3, 6 and 12,
respectively.

sum-rate = 3/2 with rate-1/2 turbo coding for each user. The
followings are some details.

« IDMA follows Fig. 8(a) with 3 users, rate-1/2 repetition
coding, QPSK and power allocation ratios 1:0.7:0.5.

o SC-IDMA follows Fig. 11 with 3 users, QPSK and power
allocation ratios 1:0.75:1.

+« LDS-CDMA follows Fig. 8(b) with 6 users, rate-1/2
repetition coding, QPSK and equal power allocation.

o SCMA follows Fig. 8(b) with 6 users, rate-1/2 repetition
coding, 60° phase control (Fig. 9), SCMA modulation
(Fig. 10(b)) and equal power allocation.

Power control may be possible for LDS-CDMA and SCMA,
but there is no known method for this purpose. Exhaustive
search over 6 users is too costly. We therefore only consider
equal power allocation for LDS-CDMA and SCMA.

We make the following observations from Fig. 13.

o SC-IDMA offers the best performance as well as the
lowest decoding complexity of O(42) with ML (as Kyup
=2 in Fig. 11).

« Except for SC-IDMA, all other schemes have Kyiyp =
3 with ML complexity O(4%).

o The use of GA can greatly reduce complexity. GA incurs
certain performance loss. Such loss is marginal in IDMA
and SC-IDMA and slightly more noticeable in LDS-
CDMA and SCMA.

e Sparsity is not unique for SCMA since all the schemes
compared in Fig. 13 rely on sparsity to facilitate iterative
detection. The unique features of SCMA are actually
the special phase control, signal-shaping and labelling
method in Figs. 9 and 10.

e The 3-user settings of IDMA and SC-IDMA are more
flexible than the 6-user settings of LDS-CDMA and
SCMA.

Based on the above observations, from now on we will only
discuss IDMA with GA and power control, which are simple
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Fig. 13. Comparison over AWGN channels. For all schemes, Jinf, = 4800,
rate-1/2 turbo coding and sum-rate = 3/2. Iterations process until convergence.
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Fig. 14. I-MRC for K = 16. Npg = 64 and Nyt = 1. Rayleigh fading.
No slow fading. Rate-1/3 turbo coding and Jinso = 1200. A codeword is
transmitted over 10 resource blocks. Each resource block contains 180 sym-
bols experiencing the same fading conditions. Maximum iteration numbers
(denoted by It in the figure) are 1, 3, 5, 10, 20 and 30, respectively. Different
interleavers are applied to the users based on IDMA. Single user interference-
free performance is included as reference.

as well as of excellent performance. Our work on spatial-
coupling is still preliminary. We will report the related results
later.

Next we proceed to massive MIMO systems. Fig. 14 shows
the convergence behavior of I-MRC for a 16-user IDMA
system with fast fading only. Single-user interference-free per-
formance is included as reference. As sum-rates are different
for K =1 and K = 16, SNRg,, is not a fair criterion for
comparison and so E,/Ny is used instead in Fig. 14. We
can see that, after 30 iterations, the 16-user system performs
almost the same as the single-user one. The performance is
sufficiently good after 10 iterations.

Fig. 15 illustrates the multi-user gain for K = 8 with I-
MRC. Multiple signal streams are used for each user for rate
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Fig. 15. Multi-user gain for K = 8 with I-MRC. Maximum iteration number
is 30. Equal transmit power is assumed for different users. Power control is
used for the streams assigned to the same user. Rate-1/2 turbo coding and
Jinfo = 1200 for each stream. Other parameters and settings are the same as
those in Fig. 14.

adjustment [106], [115]. We consider three different settings:

e K =1 and Ry, = 5 with five signal streams assigned

to the sole user,

e K =8 and Ry, = 16 with two streams per user, and

e K =8 and Rg,,, = 24 with three streams per user.

For K =1, all the signal streams see the same channel so
there is no spatial diversity among them, which results in poor
performance. Increasing K from 1 to 8 results in drastically
enhanced rate or reduced power or both in Fig. 15. Fig. 15
is a compelling evidence for multi-user gain: allowing more
concurrent transmitting users is more efficient than increasing
single user rate. The power allocation levels used in Fig. 15 are
obtained through heuristic search. We will discuss the detailed
search algorithm elsewhere.

Though not shown in the figure, it is observed that inter-
leaver design, phase control, modulation control and spatial-
coupling can only offer marginal benefit in massive MIMO.
Only power control is effective and it is applied to the system
simulated in Fig. 15. For more details on power control
algorithms, see [66], [67], [125], [126].

V. ITERATIVE DATA-AIDED CHANNEL ESTIMATION

It was shown in Section III that CSI quality is crucial in
massive MIMO systems. We now discuss a data-aided channel
estimation (DACE) technique [19], [22], [45], [76]-[78] to
improve CSI acquisition in the up-link. DACE can be naturally
combined with MRC under the NOMA framework, which
provides an efficient solution to massive MIMO.

A. DACE

The correlation among the pilots used by different users can
lead to considerable performance degradation. This is referred
to as the pilot contamination problem [16]. DACE is analyzed
in [22] for this problem. DACE can be used jointly with MRC,
which involves the iteration of following two operations:
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o using partially decoded data as pilots to refine channel
estimation and

« using improved channel estimates to refine data estima-
tion using MRC.

Data sequences are typically much longer than pilots, so
correlation is low among them. DACE increases the effective
pilot power as well as reduces pilot contamination [22].

The principle of DACE is outlined as follows. We divide
a transmitted signal frame of length J into blocks, each of
length J’, and add K pilot symbols into each block. The total
length of each block becomes J’ + K. Assume that channel
coefficients remain unchanged in each block. For each block,
the received signals of data symbols at the nth antenna can be
rewritten in form of time sequences according to (2) as below.

Yo=Y Hy ks + 10, (23a)
k=1
where
Y = [ yn(1), () s wa(J) )7, (23b)
Lr = [ re(1), o w(d), oo, w(J) ]T, (23¢)
N = [ 1)a R nn(j)a Ty 'r]n(J/) ]T (23d)

Here y,,(j), zx(j) and n,(j) are, respectively, entries of y(5),

x(j) and 17( j) in (2). Let {Zy= E(xy),Vk} be the DEC
feedbacks and {H »=E(H,,),n, k} be obtained from
the previous iteration that are known to the receiver. For user
k, we can thus compute

K
Zop =Yn— O H, @, (24)
k'=1,k'#£k
Substituting (23a) into (24), we have
2z, = TrHn gk + &, 1 (252)
where
K
Enk = Hp k- (xp, — i)+ Z (Hn o @iy — Hy o T )41
k'=1,k'#k

(25b)
is an equivalent noise term. We can see that the operation
in (24) is to minimize the power of §, , by canceling the
interference from other users. Assume that {&, 1 (j),Vj}
(the entries of &, ;) are iid. with zero mean and variance
Vn&,k = E(|&..k (4) |?). For each block, user k is assigned with
a unique length-K pilot sequence py, that is orthogonal to the
pilot sequences of other users in the same cell. Thus users
are free from same-cell pilot interference. Let zglft be the
pilot sequence observation of user k£ at the nth antenna. The
LMMSE estimation of H,, ;, based on (25) is given by

ilot —
P mH

Pi Zn.k k Zn,k
A No * Vf k
Hy = (26)
’ 1 + pk Pk + zfx,
|H§low|2 VT’E

Some details on (26) can be found in the Appendix.
The advantages of DACE are two folds:
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(i) With DACE, the estimated data are gradually used to help
pilot for channel estimation. Pilot energy can be greatly
reduced since only very coarse CSI is required initially.

(ii) DACE is robust against pilot contamination that is caused
by the correlation among the pilot sequences used by dif-
ferent users [22]. Without DACE, longer pilot sequences
will be required to reduce such correlation. Thus DACE
also reduces the time overhead related to pilots.

B. Symmetric and Asymmetric Traffic Flows

In some services, such as speech, each user occupies both-
up and down-links with symmetric traffic flows. In this case,
under TDD, the CSI estimated at the BS is shared for both
links, so is the advantage of DACE.*

Many applications have asymmetric traffics in the two links.
For example, a user downloading a file may not upload
anything at the same time. In this case, uploading-only users
can take advantage of DACE but downloading-only users
cannot.

Thus downloading-only users have to use dedicated pilots in
the up-link for channel estimation. The related overheads will
be high since there is no aid from data. Pilot contamination
is an open problem in this case [12]. (In a way, DACE for
uploading-only users still help, as it leaves more resource to
downloading-only users.)

C. Numerical Results

In the following simulations, we focus on the up-link with
symmetric traffic.

A turbo code with two convolutional component codes of
generator matrix (1,13/15)g (same as that in Sections III-H
and IV-F) is used for each user below. Coding rate is 1/3.
For the proposed iterative MRC and DACE (I-MRC-DACE)
scheme, each iteration involves an MRC-DACE operation
per user and one decoding operation per component code.
The input information of each component decoder is the
combination of the feedback from the symbol detector and the
output of the appositive component code in the last iteration.
There is no internal iteration for the turbo code of each user for
DACE. DACE is not performed in MRC, ZF, and I-MRC. For
I-MRC, each iteration involves one MRC operation per user
and one decoding operation per component code. For MRC
and ZF, iterations are performed only in the turbo decoder for
each user. All pilot and data symbols have the same average
power.

4Here are some details. Consider estimating CSI using an pilot together
an up-link codeword U. The estimated CSI is used to transmit a down-link
codeword D. Assume that each codeword is transmitted over multiple coherent
resource blocks with different fading realizations. Also assume that channel
estimation and decoding are carried out after collecting all the observations
of U. For casuality, U must be transmitted entirely before D in time. This can
be ensured by arranging all the blocks of U on different subcarriers at the
same time, followed by all the blocks of D.

From Property 2, there is no need for resource allocation over frequency in
massive MIMO. (Spatial water-filling is still useful in ZF.) Thus transmitting
each codeword with equal power across subcarriers at the same time does not
compromise efficiency.

0.9

1,3 :
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0.5 The marks indicate SNR,,, in dB
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Fig. 16. Iterative refinement of the channel estimation accuracy without inter-
cell interference (3 = 0). Fast fading only. No slow fading. Ngg = 64, K =
16, Jinfo = 1312. Rate-1/3 turbo coding with QPSK modulation. Codeword
length = 1968 QPSK symbols. Each codeword is divided into 12 sections,
each with 164 symbols. Each section is transmitted over a coherent resource
block of 180 symbols (including 16 pilot symbols). The pilots of the sixteen
users form an set of orthogonal bases. The pilot and data symbols have the
same average power. All users have the same received power.

Fig. 16 shows channel estimation quality € as a function of
iteration number via I-MRC-DACE for different SNRg,’s. In
simulation, MSE can be measured numerically. Then ¢ can be
calculated based on (14). We can see that iterative processing
can offer significant improvement on channel estimation. For
example, with SNRy., = -1 dB, € can be increased from 45%
to nearly 90% within only 5 iterations.

We now consider cross-cell interference. Denote by
Teross—cen the total cross-cell interference power from all
neighboring cells and by Py, the sum-power per cell (see
footnote 2). For simplicity, we assume that I oss—cenl 18
linearly proportional to P, via a factor 3:

Icross—cell = Bpsunr

A single cell system has 3 = 0. A typical value for a multi-cell
system is 3 = 0.6 [2]. In practice, the value of 3 can be affected
by many factors. A smaller path loss exponent will lead to a
larger 8 value, which happens, e.g., in the environments with
line of sight.

Fig. 17 shows the impact of 5 on [-MRC-DACE. We can
see that -MRC-DACE converges quite fast with and without
cross-cell interference. Most iterative gain is achieved within
about 10 iterations.

Fig. 18 compares the impact of 5 on different schemes.
We can see that I-MRC-DACE noticeably outperforms other
options. The difference becomes very significant when 3 is
large (e.g., 8 > 0.6).

We now examine the effect of pilot contamination. Re-
call that average interference power is 3 Ps,,. The required
SNRqum to achieve a certain BER should increase with .
We thus write SNRg,, and Py, as functions of 3,

Psum (ﬁ)
Ny

27)

SNRum(B) = (28)
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Fig. 17. Performance of - MRC-DACE with and without inter-cell interfer-
ence at different iteration numbers. Iteration number is denoted as It. All
cells use the same set of pilot sequences. Other parameters and settings are
the same as those in Fig. 16.

Without pilot contamination, cross-cell interference can be
treated as independent noise. In this case, the required SINR
for a fixed BER should not change with . This implies that

Psum (6) _ SNRsum(ﬂ)
ﬁPsum(ﬂ)'i_NO BSNRsum(ﬁ)'i_l
remains unchanged for all 3. In particular, setting S = 0 in

(29), we have SINRgum = SNRum (0). Substituting this back
to (29), we obtain

SINRgym =

(29)

1 -1
_— — . 30
S ) G0
However, due to pilot contamination, cross-cell interference
actually cannot be treated as independent noise and so (30)
does not hold. We can examine the discrepancy by comparing
two SNRgum(53) values: one directly read from Fig. 18 and
the other computed using (30). (Recall that the SNRy,1, (0) is
for the interference-free case, s0 SNRsum(0) in (30) can be
read from Fig. 18.) Define

SNRsum (8) read from Fig.18

T SN Rsum () computed using (30) S

SNRsum (B) = (

A large ~ indicates a high power cost incurred by pilot
contamination, which is caused by the the correlation among
the pilots of different users. Such correlation results in wrongly
steered interference signals and increases the effective in-
terference power suffered by each user. The ~ values for
different schemes at BER = 10~° are compared in Fig. 19.
We can see that -MRC-DACE has much smaller « than other
alternatives, indicating its insensitivity to pilot contamination.
This is because DACE increases the effective pilot length
and alleviates the correlation problem mentioned above. More
detailed discussions on this issue can be found in [22].
Incidentally, from (29), SINR,, is upper bounded by

1
SINRsum S -

. 32
3 (32)
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Fig. 18. Performance comparison of different schemes with channel estima-
tion at different 3 values: (a) MRC and ZF and (b) I-MRC and I-MRC-DACE.
Iteration number = 10. Other parameters and settings are the same as those
in Fig. 17.

For a typical value of 8 = 0.6, we have SINRg,,,, =~ 2.2 dB.
Allowing a certain range for /3, we may consider 0—10 dB as
a typical range for SINRgn,.

VI. CONCLUSIONS
A. Main Findings

We now summarize the main findings of this paper as
follows.

o Multi-user gain is the most attractive benefit from massive
MIMO, with potential rate increase in the order of tens
or even hundreds (for very large Npg) of times.

o Under accurate CSI, multi-user gain can be achieved by
both OMA and NOMA. The difference between them is
small in most practical situations. OMA can be preferred
in this case since it allows low-cost SUD receiver. With
resource allocation, OMA (such as ZF) can explore multi-
user gain as well as improve fairness.
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Fig. 19. Comparison of performance loss due to pilot contamination for
different schemes. The ~ values are the difference between SNRgum (53)
estimated using (30) and SNRsum (8) reading from Fig. 18 at BER = 105,
Other parameters and settings are the same as those in Fig. 18.

o Without accurate CSI, neither OMA nor NOMA can
perform well.

+ NOMA has an advantage over OMA in CSI acquisition. It
allows gradual CSI refinement through iterative process-
ing. This greatly reduces the power and time overheads
related to pilot and also alleviates the pilot contamination
problem.

We resort to NOMA only because we do not have reliable
CSI to establish spatial orthogonality initially. A simple solu-
tion is IDMA for the up-link that facilitates -MRC-DACE at
the BS. Under TDD, the acquired CSI can be used to support
ZF or MRT for the down-link. Overall, we can conclude that
CSI acquisition at the BS is the most challenging issue for
massive MIMO.

B. Future Works

Comprehensive comparison between OMA and NOMA:
More studies are still required to carefully weigh the relative
advantages of OMA and NOMA. In particular, for fair
comparison, optimization over rate, power, frequency, time
and space should also be considered for OMA. TDMA-ZF
mentioned earlier, for example, can be used for this purpose.
It is also necessary to consider multi-cell environments, where
SINR is limited by cross-cell interference. For convenience,
we used in this paper a single parameter 5 to characterize a
cellular system. This provides useful insights into the problem,
but practical situations are much more complicated. More
studies are required to assess the impact of non-ideal factors
such as CSI uncertainty [127] and cross-cell interference
fluctuation.

Power allocation for IDMA: A simple linear programming
algorithm is developed in [66], [67], [125], [126] for power
allocation among different users in SISO IDMA systems. The
problem is more complicated in MIMO IDMA systems. We
used a heuristic search technique in our simulation work. More
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efficient algorithms are still required to cope with situations
in massive MIMO systems with a large number of users.

Cooperative and distributive systems: NOMA over cooper-
ative SISO cellular systems is recently studied in [128], which
can be extended to cooperative and distributed MIMO systems
[129]-[133]. Sharing CSI among distributed transmitters is
a main difficulty here. Decentralized control without global
CSI can be a low cost alternative [132]. The role of CSI
in cooperative or distributive systems is, again, an important
research topic.

Millimeter wave systems: The discussions in this paper are
based on the conventional sub-millimeter model. Millimeter
wave systems have been widely studied as a special case of
massive MIMO. Angle and near-far diversities, as introduced
in Section II-B, can also be defined in millimeter systems.
Therefore we expect that the findings in this paper can be
extended. In particular, -MRC-DACE can also be used to
enhance performance in millimeter wave systems.

Multiple MT antennas: When Nyt > 1, CSIT at MTs is
required for up-link pre-coder design. It is shown in [134] that
CSIT accuracy at MTs is not crucial in this case if K is much
smaller than Npg (though accurate CSIR at the BS is still
crucial). A statistical water-filling (SWF) technique is studied
in [134] that greatly eases the burden of CSI acquisition at
MTs. Significant multi-user gain is still achievable in this way.
How to obtain the required statistical information for SWF at
low cost is a topic of practical importance.

Random access: Most NOMA schemes require centralized
power control to facilitate SIC. Decentralized power control
(DPC) is an alternative for random access. This issue was
discussed in [135] by combining DPC and SIC (DPC-SIC) in
SISO. The new technique can offer throughput improvement
over conventional random access techniques such as ALOHA.
It provides an attractive option in, e.g., machine-to-machine
applications characterized by a large number of sporadic short
packets [135]-[139]. The extension of DPC-SIC to MIMO is
an interesting issue. Preliminary results can be found in [136].

C. Software

We will make some of the software used for the simulation
results in this paper available in the following site.

http://www.ee.cityu.edu.hk/~liping/Research/Simulationpackage/

APPENDIX

A. Derivation of (26)

Recall from (3) that H, ; = HJ°VH!*' We will assume
that |H;'°V|2, ie. the long term average channel gain is
known at the receiver, which is reasonable in practice. We
will also assume that Hff‘;t is Gaussian distributed with
zero mean and unit variance (i.e., Rayleigh fading). Thus
E(|H, x|?) = |H;*"|?. We have two sources of information
to estimate H,, j:

« the pilot sequence pj and observation z”'**, and

o the data observation in (25).
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The standard LMMSE estimation of H,, ; based on zzi,l,ft is
given by [140]

Tz E(H piloty __ 1 pg pilot
nk — ( n$|znk )= “‘;“‘;j;;g;;"jva' nk
‘HZ]OW‘Q NO
(33a)
with
i 1
MSE} , = Var(Hn,k\zEtllst) = (33b)

After updating the mean and variance of H,, ;, using fIfL b=
E(Hn,k\zgtl,ft) and MSE}, ; = Var(Hn7k|zgjft), we estimate
H,, . again using Zj. Using (11.33) in [140], we have

& 72 1 ‘,ik:H — 1z
Hn,k = Hn,k + ) eyl Znk — azkak .
MSEZ Ve, n.k

(34)
Substituting (33) into (34) gives (26).

B. Variance Computation

On the right hand side of (26), all the variables are available
except Vf,C = E(|&..x (j) |?). We now briefly explain how to
approximately compute Vf’k in real time. We treat £n, p as a
zero-mean additive noise vector. From (25b), for each j, we
have

Ve =B ([Huil?) - E (12, () = 3. G))

K
+ 3 B (Howww G) = Hypiw G)) + No. 35)
k' #k

Here Z,,(j) is the feedback from the DEC and H'n’k, is
obtained from the previous iteration. As mentioned above,
E(|H,x|?) = [H|? is assumed known. E(|z, (j) —
Z,, () |?) is the variance of z; (j) feedback from the DEC
and can be computed similarly as (19b) in Subsection IV-D.
The term in the summation in (35) can be rewritten as

. _ N |2
E(|Huwown () = Hyoin ()[°)

=E (|AHy @y () + HupBowl?) . (36)

where AH,, j» = Hp jr —flmk, and Az =z, (§) — 24 (4).
Consider a standard linear model y = ha + 7. Define
MMSE estimation Z = E (z]y) and error Az = =z — Z. It
is known that Az is uncorrelated with both ~A and Z [140].
Base on this, we assume that AH,, ./, Az, T, (§) and Hy,
are approximately uncorrelated with each other. We further
assume that they are approximately Gaussian. Then they are
independent of each other as well. We then have

E (|Hn,k'$k/ (J) = Hp o T (J)’z)

-E <|AHn,k/\2) E (m/ (j)|2) +E (|Hn,k,|2) E (mm? :
)

@3
The terms on the right hand side of (37) can be generated
as follows. Assume that Vf 4 is obtained from the previous
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iteration. Then E(|AH,, x/|?) can be obtained as the MSE for
estimating H,, ;» [140],

1
E( .y 2) - -
[AH, o [*) = MSE = ————— . (38)
e N T,

For E(|Z,, (5) |*), we use approximation
L2
2 2
E (|2 G)F) = 5 Iz G-
=1

Finally, from (19b), we have E (|Amk/|2) =
Var(Re(zw/(5))) + Var(Im(zp (j))) ~ 2vf for QPSK
modulation. Note that V>, serves as a weighting factor for
the data observation in (25). From simulation, we observed
that DACE is not sensitive to the accuracy of Vrf’ o

(39)
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