Scheduling non-identical parallel batch processing machines to minimize total weighted tardiness using particle swarm optimization
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\textbf{ABSTRACT}

This research aims at scheduling a set of Batch Processing Machines (BPMs) used to test printed circuit boards in an electronics manufacturing facility. The facility assembles and tests printed circuit boards (or jobs) of different sizes. The BPMs can process a batch of jobs as long as the total size of all the jobs in a batch does not exceed the machine’s capacity. The objective is to minimize the total weighted tardiness, thereby minimize the total penalty incurred by the company for late deliveries. The problem under study is known to be NP-hard. Consequently, a Particle Swarm Optimization (PSO) algorithm has been proposed. Likewise, a heuristic is proposed to simultaneously group the jobs into batches and schedule them on a machine. The effectiveness of the PSO algorithm is examined using random instances and the results were compared to a differential evolution algorithm and a commercial solver used to solve a mixed-integer linear program. Experimental results indicate that the PSO algorithm is very competitive on smaller problem instances and reports better quality solutions in a short time on larger problem instances.

1. Introduction

This research work was motivated by a practical application observed at an electronics manufacturing and testing facility. The electronics manufacturer assembles and tests printed circuit boards for different customers. Depending upon the application in which the printed circuit boards are used, they vary in size. After assembling all the components to the board, the board itself is subjected to a thermal cycling test in an environmental stress screening chamber to identify any early fallouts. The chamber is capable of testing multiple printed circuit boards simultaneously as long as the boards can fit in the chamber. When the boards are grouped for testing, the testing time of the entire batch is dictated by the board that requires the longest testing time. When customers ask the manufacturer to test, they provide the minimum time for which the boards need to be tested. Consequently, the manufacturer is allowed to test a board for more than what the customer prescribed. However, if the manufacturer decides to test for a longer period of time, their machines are overused for which the customer does not pay the manufacturer. If not properly planned, poor batching and scheduling can lead to costly late deliveries. The manufacturing facility has several chambers each with different capacity. The scheduler’s responsibility is to form the batches and schedule them on the chambers so that the company can avoid any penalties associated with late deliveries. The printed circuit boards are referred to as jobs and the chambers as machines, in this paper, to remain consistent with the scheduling literature.

The chambers can process several jobs simultaneously. Such machines are referred to as batch-processing machines (BPMs) in the literature. In scheduling jobs on these machines, the jobs are first grouped into batches and later the batches are scheduled on the machines. As the jobs are grouped into batches, the start time and completion time of all the jobs in a batch are identical. In the application under study, the sizes of the jobs vary and the capacity of the machines are non-identical. The BPM can process a batch of jobs as long as the total size of all the jobs does not exceed its capacity. BPMs occur frequently in manufacturing and service environments such as semiconductor burn-in operations, environmental stress screening chambers, chemical processes in tanks and kilns, wafer fabrication process, testing electrical circuits, heat-treating furnaces in the metalworking industries, material handling and transportation vehicles, food and pharmaceutical industries, among others.

The objective of the problem under study is to minimize total weighted tardiness (i.e. total weighted tardy deliveries from the company’s perspective). The scheduling problem considered in this research
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is NP-hard, consequently a Particle Swarm Optimization (PSO) algorithm is proposed and its performance is evaluated in the paper through an experimental study.

The remainder of the paper is organized as follows. The scheduling problem under study is described in Section 2. The literature reviewed on BPM scheduling problems and PSO are presented in Section 3. A mathematical formulation of the problem under study is presented in Section 4. The proposed PSO algorithm and the experimental study conducted is explained in detail in Section 5. Section 6 presents the conclusions.

2. Problem description

Given a set \( J \) of \( n \) jobs and a set \( M \) of \( q \) non-identical BPMs, the scheduling problem under study is to determine how the jobs should be batched and scheduled on the BPMs to minimize the Total Weighted Tardiness (TWT). The BPMs can process a batch of jobs as long as the total size of all the jobs in a batch does not exceed the machine capacity in which it is processed. Since there are only \( n \) jobs, the maximum number of batches needed is also \( n \) (i.e. assuming one job per batch will result in \( n \) batches). Once the processing of a batch is started, it cannot be stopped prematurely.

The capacities \( (S_m) \) of the machines \( (m \in M) \) are non-identical. The processing time \( (p_j) \), size \( (s_j) \), and weight or priority \( (w_j) \) of each job \( (j \in J) \) are given. Each job can be processed on any BPM. Any job can be grouped with any other job as this study does not consider job incompatibility. There is also no precedence relationship among the jobs. All jobs in a batch are processed simultaneously. The processing time of batch \( b \) in machine \( m \) is \( P^b_m \) and it is equal to the longest processing time of all the jobs that constitute the batch. Once a machine starts processing a batch, no additional jobs can be introduced or removed from the batch. Two interdependent decisions are to be made to schedule the jobs on the machines. These decisions include (1) how to group the jobs into batches and (2) how to schedule the batches formed on a machine. These decisions cannot be separated as the composition of the batch affects the batch processing time and, hence, the tardiness.

The problem under study can be denoted using the standard three-field notation in scheduling literature \( \alpha|\beta|\gamma \) of Graham, Lawler, Lenstra, and Kan (1979) as \( P^\text{min-batch}, s_j, S_m|\text{TWT} \). When the sizes of all the jobs are equal and if there is only one machine, whose capacity is such that it can process only one job at a time, then the problem under study reduces to a single (or discrete) machine scheduling problem with TWT as the objective (i.e. \( 1|\text{TWT} \)). Since this reduced problem was proven to be NP-hard by Lawler (1977), the problem under study is also NP-hard. Commercial solvers may require prohibitively long computational time to find optimal solutions for the problem under study (or in general any NP-hard scheduling problem). Consequently, heuristics and metaheuristics are commonly developed to solve difficult to solve scheduling problems. This research proposes a Particle Swarm Optimization (PSO) algorithm to solve the problem under study and evaluates its performance, in terms of solution quality and computational time, by comparing the results with a commercial solver used to solve the mathematical formulation and a differential evolution algorithm (Amouie, 2014). A brief review of successful application of PSO to solve a variety of scheduling problems can be found in the literature review section.

3. Literature review

Research work on scheduling batch processing machines has received attention from a variety of fields (including metal working industry, chemical processing, and electronics manufacturing). One of the pioneers in this field is Ikura and Gimple (1986) who presented efficient algorithms to schedule a single batch processing machine. Later, significant research efforts in the development of algorithms have been proposed. Lee, Uzsoy, and Martin-Vega (1992) presented dynamic programming based algorithms to minimize several performance measures on a single batch processing machine. They also extended a number of heuristics developed for parallel identical unit processing machines to the case of parallel batch processing machines. Chandru, Lee, and Uzsoy (1993) proposed heuristics to minimize the total completion time on identical parallel batch processing machines. Uzsoy (1995) examined a number of problems related to the scheduling of batch processing machines with incompatible job families. He developed efficient optimal algorithms to minimize makespan \( (C_{\text{max}}) \), maximum lateness \( (L_{\text{max}}) \) and total weighted completion time for static problems where all jobs are available simultaneously. This work was also extended to problems with parallel identical batch processing machines. Problems with dynamic job arrivals were later considered and an efficient optimal algorithm for minimizing \( C_{\text{max}} \) and several heuristics to minimize \( L_{\text{max}} \) were provided. Brucker, Mikhail, and Shafiransky (1998) examine batch scheduling on parallel machines with respect to deadlines. They showed that the problem is NP-hard for two identical machines, unit processing times, unit set-up times, and a common deadline. A family of approximation algorithms for the general problem with unrelated machines was constructed and a new dynamic rounding technique was developed. The computational complexity for their algorithm was also examined. A review on scheduling with batching, giving details of the basic algorithms, and referencing other significant results is presented in Potts and Kovalyov (2000). Moreover, various heuristics have been developed to schedule batch processing machines. A list of these studies is Wang and Uzsoy (2002), Mönnich, Balasubramanian, Fowler, and Pfund (2003), Balasubramanian, Mönnich, Fowler, and Pfund (2004), Chang, Damodaran, and Melouk (2004), Damodaran, Manjeshwar, and Sarihri (2004), Malve and Uzsoy (2007), Kashan and Karimi (2008), Raghavan and Venkataramana (2009), Damodaran, Velez-Gallego, and Maya (2009), Damodaran and Vélez-Gallego (2012), Damodaran, Gharayeb, and Guttikonda (2013) and Liu, Ng, and Cheng (2014) among others. On-line algorithms for scheduling on parallel batch processing machines have been proposed in Nong, Cheng, and Ng (2008) and Yuan, Ng, and Cheng (2011) as well.

There are several studies that address tardiness based scheduling objectives on parallel batch processing machines. Kurz (2003) discussed results on the structure of job-to-batch assignments in an optimal schedule for minimizing total weighted tardiness in the parallel batch processing machine scheduling problem. Mönnich et al. (2003) attempted to minimize total weighted tardiness on parallel batch machines with incompatible job families and unequal ready times of the jobs. They proposed two different decomposition approaches. The first approach forms fixed batches, then assigns these batches to the machines using a genetic algorithm (GA), and finally sequences the batches on individual machines. The second approach first assigns jobs to machines using a GA, then forms batches on each machine for the jobs assigned to it, and finally sequences these batches. Raghavan and Venkataaramana (2009) developed an efficient algorithm for solving the scheduling problem in a system of parallel processors with the objective of minimizing total weighted tardiness. They proposed the ant colony optimization approach for this problem. Liu, Ng, and Cheng (2009) considered the problem of scheduling jobs with release dates on parallel unbounded batch processing machines to maximize the maximum lateness. They developed a polynomial-time approximation scheme for the problem to minimize the maximum delivery completion time, which is equivalent to minimizing the maximum lateness from the optimization viewpoint. Chiang, Cheng, and Fu (2010) proposed a memetic algorithm with a new genome encoding scheme to search for the optimal or near-optimal batch formation and batch sequence simultaneously. They addressed the problem of scheduling identical parallel batch machines with incompatible job families and dynamic job arrival. More recently, Gokhale and Mathirajan (2014) considered unequal release times, incompatible job families, non-identical job sizes, heterogeneous batch processors, and allowance for job splitting in the system of parallel processing with the objective of minimizing total weighted tardiness. They proposed heuristic algorithms to address this problem. Amouie
The problem under study can be formulated as a mixed integer linear program. The notation used in the formulation is presented below.

Sets
- \( J \) : Set of jobs
- \( M \) : Set of machines
- \( B \) : Set of batches on each machine

Parameters
- \( p_j \) : Processing time of job \( j \)
- \( s_j \) : Size of job \( j \)
- \( d_j \) : Due date of job \( j \)
- \( w_j \) : Weight (priority) of job \( j \)
- \( s_m \) : Capacity of machine \( m \)
- \( \text{Big}M \) : A very large number

Decision variables
- \( X_{bmj} \) : 1, if job \( j \) is assigned to the \( b \)th batch processed on machine \( m \)
- \( T_j \) : Tardiness of job \( j \)
- \( C_m \) : Completion time of batch on machine \( m \)

The objective function (1) aims to minimize the total weighted tardiness. Constraint set (2) ensures that each job is processed exactly in one machine. Constraint set (3) ensures that the processing time of the job does not exceed the capacity of the machine. Constraint set (4) determines the completion time of the first batch on each machine. Constraint set (5) ensures that the processing time of the \( b \)th batch on machine \( m \) is at least equal to the longest processing time in the batch. Constraint set (6) determines the completion time of the first batch on each machine. Constraint set (7) ensures that the processing time of the job \( j \) is not less than the completion time of the batch in which it is processed. Constraint set (8) helps to determine the tardiness of job \( j \) based on its completion time and due date. Constraint sets (9)–(13) impose the non-negativity and binary restrictions on the decision variables.

Even in the most straightforward scheduling environment, TWT is a difficult objective function to minimize (Lawler, 1977). Our experimental study (see Section 6) shows that IBM ILOG CPLEX, a commercial solver widely used to solve mixed integer linear programs, takes prohibitively long CPU (or run) time to solve many of the problem instances generated for the problem under study to optimality. Therefore, a PSO algorithm is proposed in this research.

5. Proposed particle swarm optimization algorithm

PSO is one of the evolutionary optimization techniques. Unlike other evolutionary-type methods, PSO maintains the members of the entire population throughout the search procedure (Kennedy, Eberhart, & Shi, 2001). PSO executes a population-based search procedure in which the exploring agents, called particles, move around in a multi-dimensional search space. The movement of the particle depends
on its current position and the velocity. The velocity of the particle is determined by a component moving the particle towards the best position so far achieved by the particle itself (i.e. particle’s own experience), and a component moving the particle towards the best solution so far achieved in its restricted neighborhood (local neighborhood) or by any in the whole swarm (global neighborhood). That is, in each iteration, each particle tries to find a new position which will improve its fitness value, based on its previous experience and also on the position of a particle which has the best known fitness value (Damodaran et al., 2012).

5.1. Solution representation

Solution representation is very important in designing the PSO algorithm. For the problem under study, each dimension represents a job \((j = 1, \ldots, n)\). The position of the \(i\)th particle (i.e. potential solution) with respect to the \(j\)th job in \(t\)th iteration is represented as \(X_i^j = [X_1^j, \ldots, X_n^j]\) (i.e. position information for \(n\) number of jobs). At each iteration \(t\), a set of \(p\) particles is maintained in the population (i.e. \(n_{\text{pop}} = [X_1^1, \ldots, X_p^1]\)). Each particle is assigned a continuous set of position values. The smallest position value (SPV) rule is then used to convert the continuous position values of the particle to a discrete job permutation (Tasgetiren, Liang, Sevkli, & Gencyilmaz, 2004). The permutation sequence (based on SPV value) is described as \(S_i^t = [s_1^t, \ldots, s_n^t]\), where \(s_j^t\) is the assignment of job \(j\) of the particle \(i\) in the processing order at iteration \(t\). According to the SPV rule, the jobs with smaller position values will be considered first for batching. A simple five job instance is shown in Table 1 to illustrate the SPV rule. The smallest position value is \(X_4^5 = 0.8\), so job 4 is assigned to the first position of the job permutation according to the SPV rule. Job 5 is assigned to the second position of the job permutation because of its second smallest position value. In the same way, other jobs are assigned to their corresponding position of the job permutation according to their position values.

Using the job permutation, obtained by applying the SPV rule, the jobs are grouped and scheduled on the machines. A heuristic is

<table>
<thead>
<tr>
<th>Jobs</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>(p_j)</td>
<td>29</td>
<td>35</td>
<td>37</td>
<td>29</td>
<td>36</td>
</tr>
<tr>
<td>(s_j)</td>
<td>14</td>
<td>6</td>
<td>19</td>
<td>39</td>
<td>20</td>
</tr>
<tr>
<td>(d_j)</td>
<td>50</td>
<td>36</td>
<td>39</td>
<td>35</td>
<td>38</td>
</tr>
<tr>
<td>(w_j)</td>
<td>8</td>
<td>2</td>
<td>5</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>(X_i^j)</td>
<td>2</td>
<td>4</td>
<td>1.33</td>
<td>0.8</td>
<td>1</td>
</tr>
<tr>
<td>(s_j^t)</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 1
Solution representation of particle \(X_i^j\) for a five-job instance.

![Fig. 1. An example to illustrate the batch forming heuristic.](image-url)
proposed to simultaneously group the jobs into batches and schedule them on a machine. In this heuristic, whenever a machine is free, the unscheduled jobs are chosen based on the position values to form the batch. Initially, all the machines are free, and the machine with the largest capacity is chosen. One job at a time is considered from the job permutation to form a batch such that the machine capacity is not violated. If a job does not fit in any batch, the next job in the job permutation is considered. As soon as a batch is full or if there are no more jobs which can fit in the batch, then the batch is closed and a new batch is opened on the machine. When a job can fit in more than one existing open batch, then the job is assigned to a batch which results in minimizing the partial total weighted tardiness. Fig. 1 illustrates the heuristic proposed to form batches and how these batches are scheduled.

The data shown in Table 1 is used to schedule two non-identical BPMs with capacities 50 and 40.

5.2. Initial population

In PSO, a population of particles ($n_{pop}$) are maintained through all the iterations. The first seven particles of the population are generated by first developing a job permutation using simple rules such as the earliest due-date (EDD) rule, the earliest weighted due-date (EWDD) rule, the shortest processing time (SPT) rule, weighted shortest processing time (WSPT) rule, minimum slack time (MST) rule, largest processing time (LPT) rule, and apparent tardiness cost (ATC) rule. Once the job sequence is determined, the heuristic discussed in Section

**Fig. 2.** Statistical analysis of the number of iterations parameter for small problem instances.

**Fig. 3.** Statistical analysis of the number of particles parameter for small problem instances.

**Fig. 4.** Statistical analysis of the cognitive coefficient parameter for small problem instances.
5.1 is applied to develop a schedule. The different rules applied to develop the job sequence is presented below:

- **EDD** – jobs are arranged in non-decreasing order of their due dates ($d_j$)
- **EWDD** – jobs are sequenced in non-decreasing order of ($d_j/w_j$)
- **SPT** – jobs are sequenced in non-decreasing of their processing times ($p_j$)
- **WSPT** – jobs are sequenced in the decreasing order of ($w_j/p_j$)
- **MST** – jobs are sequenced in non-decreasing order of ($d_j – p_j$)
- **LPT** – jobs are sequenced in decreasing order of ($p_j$)
- **ATC** – jobs are sequenced in decreasing order of a ranking index

$$I_l(l) = \frac{\max (d_j - p_j - l, 0)}{p}$$, which is a function of the time $l$ at which the machine becomes free as well as of the $p_j$, the $w_j$, and the $d_j$ of the remaining jobs. $K$ is the scaling parameter that can be determined empirically, and $\bar{p}$ is the average of the processing times of the remaining jobs.

Since these seven solutions are discrete job permutations, they should be converted into seven particles with continuous position values. For a given job permutation $S_l$, the position value of job is calculated by Eq. (14). The continuous position values of the other $(n_{pop} - 7)$ solutions are randomly generated according to the Eq. (15).

### Analysis of Variance

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>Adj SS</th>
<th>Adj MS</th>
<th>F-Value</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>c2</td>
<td>2</td>
<td>0.01072</td>
<td>0.00536</td>
<td>5.88</td>
<td>0.003</td>
</tr>
<tr>
<td>Error</td>
<td>159</td>
<td>0.14498</td>
<td>0.000912</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>161</td>
<td>0.15570</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 5.** Statistical analysis of the social learning parameter for small problem instances.

**Fig. 6.** Statistical analysis of the inertia weight parameter for small problem instances.

**Fig. 7.** Statistical analysis of the number of iterations parameter for large problem instances.
Typically $X_{\text{min}} = 0.0$ and $X_{\text{max}} = 4.0$ and $r_1$ is a uniform random number between 0 and 1. The initial velocities for the particles are also generated by a random scheme that is similar to the position value equation (see Eq. (16)), where $V_{\text{min}} = -4.0$ and $V_{\text{max}} = 4.0$ and $r_2$ is a uniform random number between 0 and 1.

$$X_i^j = \left[ \frac{X_{\text{max}}}{n}, \ldots, \frac{X_{\text{max}}}{n-j+1}, \ldots, \frac{X_{\text{max}}}{n} \right]$$  \hspace{1cm} (14)

$$X_i^j_0 = X_{\text{min}} + (X_{\text{max}} - X_{\text{min}}) \ast r_1$$  \hspace{1cm} (15)

$$V_i^j_0 = V_{\text{min}} + (V_{\text{max}} - V_{\text{min}}) \ast r_2$$  \hspace{1cm} (16)

5.3. Particle updates

The behavior of a particle, in each iteration $t$, is a compromise among three possible alternatives: following its current pattern of exploration; going back towards its best previous position; going back towards the best historic value of all particles (Kashan & Karimi, 2009). The velocity of each particle in $t^{th}$ iteration is updated using Eq. (17).

$$V_i^j_t = w \ast V_i^j_{t-1} + c_1 r_1 (p_{\text{best},i} - X_i^j_0) + c_2 r_2 (g_{\text{best}} - X_i^j_0)$$  \hspace{1cm} (17)

where $w$ is the inertia weight which is a constant value chosen by the user to control the impact of the previous velocity on the current value.

Analysis of Variance

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>Adj SS</th>
<th>Adj MS</th>
<th>F-Value</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Particles</td>
<td>2</td>
<td>0.04041</td>
<td>0.02027</td>
<td>3.30</td>
<td>0.039</td>
</tr>
<tr>
<td>Error</td>
<td>159</td>
<td>0.97362</td>
<td>0.006123</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>161</td>
<td>1.01404</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**Fig. 8.** Statistical analysis of the number of particles parameter for large problem instances.

**Fig. 9.** Statistical analysis of the cognitive coefficient parameter for large problem instances.

**Fig. 10.** Statistical analysis of the social learning parameter for large problem instances.
velocity. Inertia weight is updated using $w = \alpha w - 1$, where $\alpha$ is a decrement factor. Parameters $c_1$ and $c_2$ are the cognitive and social learning coefficients, while $r_1$ and $r_2$ are uniform random numbers between 0 and 1. $p_{bestij}$ is the best position associated with the best fitness value for job $j$ in particle $i$ so far in the iterative search. It can be represented as $p_{best} = [p_{best1}, ..., p_{bestj}, ..., p_{bestn}]$. $g_{best}$ denotes the best position value for job $j$ corresponding to the particle with the best fitness value in the entire population. It is defined as $g_{best} = [g_{best1}, ..., g_{bestj}, ..., g_{bestn}]$.

Eq. (18) is used to generate the new position, where $X_{ij}$ is the new position to be generated, and $X_{ij}^{t-1}$ is the position of the particle from the previous iteration.

$$X_{ij}^t = X_{ij}^{t-1} + V_{ij}^t$$  (18)

The pseudo code for the proposed algorithm can be summarized as follows:

BEGIN
  Initialize:
    Global best $f (G_{best}) \leftarrow +\infty$
    Set iteration $t \leftarrow 0$
    Create $X_1^0$ using EDD rule, $X_2^0$ using EWDD rule, $X_3^0$ using SPT rule, $X_4^0$ using WSPT rule, $X_5^0$ using MST rule, $X_6^0$ using LPT rule, and $X_7^0$ using ATC rule for $i = 1: n_{pop}$
      Convert the discrete job permutations into seven particles with continuous position values (using Eq.(14)). Develop a schedule using the heuristic discussed in Section 5.1 and determine the TWT.
  for $i = 1: n_{pop}$
    Create the remaining initial positions $X_{ij}$ (using Eq. (15)) for each particle $i$. Develop a schedule using the heuristic discussed in Section 5.1 and determine the TWT.
  end for
  for $i = 1: n_{pop}$
    Compute the velocity $V_{ij}^t$ for the $t$th iteration (using Eq. 16)
    if $f (P_{best}) < f (G_{best})$ then
      Update $G_{best}$
    end if
  end for
  while $t <\text{Fixed number of iterations or } G_{best} > 0$
    do
      for all particles $i \in I$
        Compute the velocity $V_{ij}^t$ for the $t$th iteration (using Eq. 16)
        Update personal best position $P_{best}$
        Generate initial velocity $V_{ij}^0$ (using Eq. (16))
      end for
    end while
  end for
END

Analysis of Variance

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>Adj SS</th>
<th>Adj MS</th>
<th>F-Value</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>w</td>
<td>2</td>
<td>0.09616</td>
<td>0.048079</td>
<td>8.33</td>
<td>0.000</td>
</tr>
<tr>
<td>Error</td>
<td>159</td>
<td>0.91788</td>
<td>0.005773</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>161</td>
<td>1.01404</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 11. Statistical analysis of the inertia weight parameter for large problem instances.

Fig. 12. Experimental results of IBM ILOG CPLEX vs. PSO with a due date adjustment factor of 0.2.

Fig. 13. Experimental results of DE vs. PSO with a due date adjustment factor of 0.2.
Fig. 14. Experimental results of IBM ILOG CPLEX vs. PSO with a due date adjustment factor of 0.33.

Fig. 15. Experimental results of DE vs. PSO with a due date adjustment factor of 0.33.

Fig. 16. Experimental results of IBM ILOG CPLEX vs. PSO with a due date adjustment factor of 0.5.

Fig. 17. Experimental results of DE vs. PSO with a due date adjustment factor of 0.5.
6. Computational experiments and results

Table 2 shows the parameters used to generate the problem instances. Ten instances were generated for each combination of number of jobs and due date adjustment factor ($\gamma$). Values of $\gamma$ close to 0 indicate that the due dates are tight and values close to 1 indicate that the due dates are loose. Altogether, there were 240 experimental runs to test the solution quality of PSO. The proposed PSO algorithm was implemented in Matlab 7.1. In order to evaluate the proposed PSO algorithm, the solution obtained from PSO (i.e. TWT) and the run time required to solve the problem instances were compared to a discrete differential evolution algorithm (DE) and a commercial solver (i.e. IBM ILOG CPLEX) that was used to solve the model presented in Section 4. The percentage of improvement was calculated using Eq. (21). IBM ILOG CPLEX required long run times to solve the problem instances with 13, 15, 50, and 100 jobs; therefore, IBM ILOG CPLEX was allowed to run for 1800 s for those instances, and the best known solution was used for comparison.

$$
\% \text{ Improvement} = \frac{\sum_{i \in J} w_i T_i(\text{CPLEX}) - \sum_{i \in J} w_i T_i(\text{PSO})}{\sum_{i \in J} w_i T_i(\text{CPLEX})}
$$

Two preliminary analyses were conducted to fine-tune the PSO parameters $c_1$ and $c_2$ (i.e. cognitive and social learning coefficients), inertia weight ($w$), the population size ($n_{pop}$), and the number of iterations ($f$). Three hundred twenty-four different experiments were conducted to fine-tune the PSO parameters for small problem instances (i.e. 5, 7, 9, 11, 13, and 15 jobs) and one hundred sixty-two different experiments were conducted for large problem instances (i.e. 50 and 100 jobs). The Minitab 17 statistical software was used to perform the statistical analyses. The levels for each one of the aforementioned PSO parameters were conducted for large problem instances (i.e. 50 and 100 jobs). The Minitab 17 statistical software was used to perform the statistical analyses. The levels for each one of the aforementioned PSO parameters were conducted for large problem instances (i.e. 50 and 100 jobs).

Table 3
Levels used to fine-tune PSO parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_1$</td>
<td>(0.5, 1, 2)</td>
</tr>
<tr>
<td>$c_2$</td>
<td>(0.5, 1, 2)</td>
</tr>
<tr>
<td>$w$</td>
<td>(0.6, 0.9, 1.2)</td>
</tr>
<tr>
<td>$n_{pop}$</td>
<td>(100, 200)</td>
</tr>
<tr>
<td>$f$</td>
<td>(100, 200)</td>
</tr>
</tbody>
</table>

Table 4
Average run time with a due date factor of 0.2.

<table>
<thead>
<tr>
<th>Jobs</th>
<th>2 Machines</th>
<th>3 Machines</th>
<th>4 Machines</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO</td>
<td>CPLEX DE</td>
<td>PSO CPLEX DE</td>
<td>PSO CPLEX DE</td>
</tr>
<tr>
<td>5</td>
<td>7.9</td>
<td>0.5</td>
<td>12.56</td>
</tr>
<tr>
<td>7</td>
<td>10.4</td>
<td>5.6</td>
<td>13.27</td>
</tr>
<tr>
<td>9</td>
<td>13.6</td>
<td>84.4</td>
<td>14.73</td>
</tr>
<tr>
<td>11</td>
<td>17.7</td>
<td>1005.3</td>
<td>15.57</td>
</tr>
<tr>
<td>13</td>
<td>21.4</td>
<td>1799.0</td>
<td>16.53</td>
</tr>
<tr>
<td>15</td>
<td>26.2</td>
<td>1661.5</td>
<td>17.90</td>
</tr>
<tr>
<td>50</td>
<td>296.8</td>
<td>1806.5</td>
<td>37.83</td>
</tr>
<tr>
<td>100</td>
<td>170.9</td>
<td>1800.4</td>
<td>67.24</td>
</tr>
</tbody>
</table>

Table 5
Average run time with a due date factor of 0.33.

<table>
<thead>
<tr>
<th>Jobs</th>
<th>2 Machines</th>
<th>3 Machines</th>
<th>4 Machines</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO</td>
<td>CPLEX DE</td>
<td>PSO CPLEX DE</td>
<td>PSO CPLEX DE</td>
</tr>
<tr>
<td>5</td>
<td>4.8</td>
<td>0.6</td>
<td>12.48</td>
</tr>
<tr>
<td>7</td>
<td>9.2</td>
<td>1.1</td>
<td>13.14</td>
</tr>
<tr>
<td>9</td>
<td>8.5</td>
<td>8.3</td>
<td>14.61</td>
</tr>
<tr>
<td>11</td>
<td>15.5</td>
<td>270.0</td>
<td>15.48</td>
</tr>
<tr>
<td>13</td>
<td>18.0</td>
<td>1129.3</td>
<td>16.58</td>
</tr>
<tr>
<td>15</td>
<td>22.3</td>
<td>1656.9</td>
<td>18.17</td>
</tr>
<tr>
<td>50</td>
<td>255.7</td>
<td>1803.6</td>
<td>38.29</td>
</tr>
<tr>
<td>100</td>
<td>430.1</td>
<td>1800.3</td>
<td>66.96</td>
</tr>
</tbody>
</table>

Table 6
Average run time with a due date factor of 0.5.

<table>
<thead>
<tr>
<th>Jobs</th>
<th>2 Machines</th>
<th>3 Machines</th>
<th>4 Machines</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO</td>
<td>CPLEX DE</td>
<td>PSO CPLEX DE</td>
<td>PSO CPLEX DE</td>
</tr>
<tr>
<td>5</td>
<td>0.1</td>
<td>0.1</td>
<td>12.70</td>
</tr>
<tr>
<td>7</td>
<td>0.1</td>
<td>0.1</td>
<td>13.63</td>
</tr>
<tr>
<td>9</td>
<td>0.1</td>
<td>0.1</td>
<td>14.96</td>
</tr>
<tr>
<td>11</td>
<td>0.2</td>
<td>0.4</td>
<td>15.46</td>
</tr>
<tr>
<td>13</td>
<td>0.2</td>
<td>0.3</td>
<td>16.76</td>
</tr>
<tr>
<td>15</td>
<td>0.3</td>
<td>0.5</td>
<td>18.19</td>
</tr>
<tr>
<td>50</td>
<td>29.2</td>
<td>311.1</td>
<td>37.50</td>
</tr>
<tr>
<td>100</td>
<td>115.4</td>
<td>1800.4</td>
<td>66.29</td>
</tr>
</tbody>
</table>
while fine tuning the PSO parameters for smaller problem instances. Based on the statistical analysis (i.e. analysis of variance), at a 0.05 level of significance, the factors affecting significantly the quality of the solution are the cognitive coefficient $c_1$, the cognitive and social learning $c_2$, and the inertia weight $w$. Considering the significance of the factors and the % improvement, the best set of parameters for the proposed PSO algorithm to solve smaller problem instances was selected as $c_1 = 1$, $c_2 = 1$, $w = 0.6$, $n_{pop} = 200$, and $I = 100$.

Figs. 7–11 show the statistical analysis for fine tuning PSO parameters for larger problem instances. According to the results, at a 0.05 level of significance, all the factors were affecting significantly the quality of the solution. The PSO parameters were set to $c_1 = 1$, $c_2 = 1$, $w = 0.6$, $n_{pop} = 200$, and $I = 200$ for 50 jobs and to $c_1 = 1$, $c_2 = 1$, $w = 0.6$, $n_{pop} = 200$, and $I = 100$ for 100 jobs. The decrement factor ($\alpha$) was set to 0.99 for both small and large problem instances based on several experiments that yielded better results when compared to other values.

A similar statistical analysis was conducted in Amouie (2014) to determine the best parameters for DE. This algorithm is controlled by three main parameters: scaling parameter $F$, selection probability $CR$ (also known as $prc$), and population size $n_{Pop}$. A set of experiments were designed considering four different levels for parameters $CR$ and $n_{Pop}$, and three different levels for $F$. Based on interaction plots and main effects plots for factors, the best set of parameters was selected as $F = 0.2$, $CR = 0.1$, and $n_{Pop} = 40$.

Figs. 12 and 13 summarize the average% of improvement in TWT with due date adjustment factor of 0.2 for instances with 2, 3, and 4 machines. From Fig. 12 it can be inferred that IBM ILOG CPLEX reports better solutions than the PSO algorithm for smaller problem instances. However, on 100-job problem instances the solutions from PSO outperformed the solutions from IBM ILOG CPLEX (on average between 78.3% and 95.1%). When PSO is compared with DE (see Fig. 13), the proposed PSO algorithm consistently outperforms DE on almost all problem instances.

Figs. 14 and 15 present the results with a due date factor of 0.33. On 2-machine problem instances the results from IBM ILOG CPLEX were superior to the PSO results for 5, 7, 11, 13, 15, and 50-job problem instances, whereas PSO outperformed IBM ILOG CPLEX by 90.3% on 100-job problem instances. On 3- and 4-machine problem instances the results from PSO matched the IBM ILOG CPLEX results for 5, 7, 9, 11, 13, 15, and 50-job problem instances. On 100-job problem instances PSO outperformed IBM ILOG CPLEX (on average between 80 and 100%). The PSO results were far better than DE on almost all problem instances with 2, 3, and 4 machine settings (see Fig. 15).

Figs. 16 and 17 present the results with a due date factor of 0.5. The PSO algorithm and IBM ILOG CPLEX yielded same results for 5, 7, 9, 11, 13, 15, and 50-job problem instances. PSO outperformed IBM ILOG CPLEX by at least 10% on 100-job problem instances. In Fig. 17 it can be seen that the proposed PSO algorithm outperforms DE on 11, 13, 15, 50, and 100-job problem instances with two machines and yields same results with three and four machines.

In terms of the experimental run times, the IBM ILOG CPLEX solver was restricted to run for a maximum of 1800 s (30 min) as it failed to converge to optimum even after running for several hours for larger problem instances (i.e. 50 and 100 jobs). It is evident from Tables 4–6 that PSO required shorter run time when compared to IBM ILOG CPLEX. On average, DE was much faster than PSO and IBM ILOG CPLEX. However, PSO required shorter run time compared to DE on 4 machine problem instances with 0.33 and 0.5 due date adjustment factors. Furthermore, the quality of the solution from PSO is far superior to DE on almost all the problem instances. The commercial solver took lesser time for five, seven and some nine-job instances. However, as the problem instances grew in size (with respect to the number of jobs) IBM ILOG CPLEX took longer times.

7. Conclusions

This paper considered a real world scheduling problem commonly observed in electronics manufacturing facilities. The problem under study required jobs to be grouped to process them as a batch on a set of non-identical batch processing machines. As the problem under study was NP-hard, a PSO algorithm was proposed. The PSO algorithm was implemented in Matlab and an experimental study was conducted to evaluate its performance – in terms of solution quality and run time. The proposed PSO algorithm’s results were compared with a DE algorithm and a commercial solver used to solve the model discussed in Section 4.

On smaller problem instances with due date adjustment factors of 0.2 and 0.33, the commercial solver outperformed PSO algorithm. However, on 100-job problem instances the PSO algorithm outperformed the commercial solver. On smaller problem instances with due date adjustment factor of 0.5, the solutions obtained from PSO and the commercial solver were comparable. However, PSO solution was better than the commercial solver on the 100-job problem instances. The PSO algorithm consistently outperformed DE approach on all problem instances. When comparing the three approaches based on run time, the commercial solver quick to solve five and seven-job instances. However, as the problem instances grew in size (with respect to the number of jobs) the solver required longer run times. The PSO algorithm reported good quality solution for large problem instances in acceptable time. Our experimental study helps to conclude that the commercial solver is sufficient to solve smaller problem instances and the proposed PSO approach can be applied for solving more challenging problem instances with larger number of jobs. The scheduler at the electronics manufacturing facility, who motivated this study, was required to schedule 100–200 jobs per day on 3 or 4 machines. Our experimental study indicates that the proposed PSO algorithm is effective to solve large problem instances (i.e. 100 or more jobs). Consequently, the study was useful to convince the company to adopt the PSO algorithm to schedule their batch processing machines on a daily basis. Our research group is now working with the company to extend the PSO algorithm to consider jobs with non-zero release times and other objectives such as minimizing the number of tardy jobs.
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