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Abstract
In this paper a stochastic multi-objective economical/environmental operational scheduling method is proposed to schedule energy and reserve in a smart distribution system with high penetration of wind generation. The proposed multi-objective framework, based on augmented $\varepsilon$-constraint method, is used to minimize the total operational costs and emissions and to generate Pareto-optimal solutions for the energy and reserve scheduling problem. Moreover, fuzzy decision making process is employed to extract one of the Pareto-optimal solutions as the best compromise non-dominated solution. The wind power and demand forecast errors are considered in this approach and the reserve can be furnished by the main grid as well as distributed generators and responsive loads. The consumers participate in both energy and reserve markets using various demand response programs. In order to facilitate small and medium loads participation in demand response programs, a Demand Response Provider (DRP) aggregates offers for load reduction. In order to solve the proposed optimization model, the Benders decomposition technique is used to convert the large scale mixed integer non-linear problem into mixed-integer linear programming and non-linear programming problems. The effectiveness of the proposed scheduling approach is verified on a 41-bus distribution test system over a 24-h period.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Air pollution and global warming have been recognized for years the main critical environmental issues in many countries. Accordingly, there has been an international movement in the promotion of renewable technologies for electricity generation and the development of national emissions limits [1]. A number of directives for controlling emissions are currently in place, that have particular impact on the electricity industry, such as the Kyoto Protocol [2], the Large Combustion Plant Directive [3], and the National Emissions Ceilings Directive [4]. Moreover, any imposed constraint on system operation results in an increase in operation costs and may have a detrimental effect on emissions [5]. With proper scheduling of electricity resources, such as low-carbon power plant technologies, renewable generation units and Demand Response (DR), the air pollutant emissions can be, however, reduced. The proper scheduling of electricity resources can be addressed by implementing the so called “smart grid” approach.

Demand response (DR) is one of the key approaches that can fully be enabled by smart grids. DR is a set of actions taken to reduce consumer electricity consumption when contingencies, such as unit outage or unpredictable change in demand or renewable generation, occur that threaten supply demand balance. Moreover, if market conditions that raise electric supply costs occur, DR is one of the best solutions. In other words, DR programs and tariffs may be designed to improve the reliability of the electric grid or to lower the use of electricity during peak hours, thus reducing the total system operation costs.

The implementation of real-time information systems, Advanced Metering Infrastructure (AMI), improved communication capabilities [6], intelligent sensors, and improved infrastructure for control systems will, in fact, transform the conventional distribution system into a Smart Grid [7]. It will bring flexibility in distribution system operations via online control of Distributed Energy Resources (DERs) and will allow demand side management programs actuation [8]. An energy management system (EMS) aiming at optimizing the smart grid’s operation has been proposed in [9]. The EMS behaves as a sort of aggregator of distributed energy resources allowing the SG participating in the open market. By integrating demand side management (DSM) and active management schemes (AMS), it permits an enhanced exploitation of
renewable energy sources and a reduction of the customers’ energy consumption costs with both economic and environmental benefits. In [10], a methodology for optimal reconfiguration of distribution networks integrated with an Optimal Power Flow (OPF) is presented. The Benders decomposition algorithm is applied for solving the problem. However, renewable generation and demand response programs are not considered.

On the other end, environmental concerns that arise due to the operation of fossil fuel fired electric generators, change the classical economic electricity operational planning problem into a multi-objective emission/economic operational planning problem [11–13]. A multi-objective emission/economic dispatch for transmission system based on AC load flow has been presented in [11]. In [12], a generation dispatch model with large scale wind systems is proposed in which environmental and fuel costs are modeled by using a multi-objective method. A multi-objective optimal power flow is used in [13] to simulate how the parties’ incentives affect the choice of Distributed Generators (DGs) capacity within the limits of the existing network. The authors explored the costs, benefits and tradeoffs associated with DGs in terms of connection, losses and, in a simple fashion, network deferral.

In [14], a method for energy resource scheduling in smart distribution system has been presented in which day, hour and 5 min ahead scheduling were considered. The short-term scheduling has been used to re-schedule the previously obtained program taking advantage of the better accuracy of short-term wind forecasting in order to obtain more efficient resource scheduling solutions. In [15], an agent-based model has been used to validate a smart grid environment. Moreover, the paper presented a method based on demand able to mitigate the impact of wind power variability, primarily through thermostatically controlled loads. The result showed that a smarter grid has the potential to balance variability, primarily through thermostatically controlled loads.

In this paper, some DRPs are defined in order to aggregate the previously obtained program taking advantage of the better accuracy of short-term wind forecasting in order to obtain more efficient resource scheduling solutions. In [15], an agent-based model has been used to validate a smart grid environment. Moreover, the paper presented a method based on demand able to mitigate the impact of wind power variability, primarily through thermostatically controlled loads. The result showed that a smarter grid has the potential to balance variability, primarily through thermostatically controlled loads. The result showed that a smarter grid has the potential to balance variability, primarily through thermostatically controlled loads. The result showed that a smarter grid has the potential to balance variability, primarily through thermostatically controlled loads.

The rest of the paper is organized as follows: Section 2 describes different types of demand response programs. Wind generation and electricity demand uncertainties are modeled in Section 3. In Section 4, the stochastic scheduling of energy and reserve is formulated. Some simulation results are described in Section 5, and finally concluding remarks are presented in Section 6.

2. Demand response programs and providers

In this section the different types of demand response models used in this paper are described. The way DR agents participate in these DR programs is also presented.

2.1. Demand response programs

The demand response programs implemented in the proposed method are categorized in demand energy reduction and demand reserve as follows [17].

2.1.1. Demand bidding/buyback programs

Demand bidding/buyback programs encourage heavy consumers (like industrial and commercial loads) to offer load reductions at a price at which they are willing to be curtailed.

2.1.2. Ancillary Services Market Programs

In this type of programs, customers can bid load curtailment as reserve capacity for the system. If their bids are accepted, they are paid at the reserve price for their involvement and for remaining in standby. If their load curtailments are needed, they are called by the Independent System Operator (ISO) or Distribution System Operator (DSO), and can be also paid at their accepted offer price for load reduction.

2.2. Demand Response Service Provider (DRSP)

Service Providers (SPs) are defined as the organizations providing services to electrical customers and to utilities. An electric utility may be a SP, but that is not essentially the case. In some states, such as Texas, the electricity market has been restructured so that a SP may be a company completely distinct from the electric utility and customers can choose among competing SPs. Several third-party service providers offer demand response aggregation, energy management services, and other similar offers [18].

Actors in the service provider domain carry out services to support the business processes of electric network producers, distributors, and customers. These business processes range from conventional utility services, such as billing and customer account management, to improved customer services, such as management of energy use and home energy generation.

Demand Response Providers (DRPs) are also some types of SPs that provide demand response services to electrical customers and utilities. DRPs aggregate small electricity customer’s response; they register smaller customers, aggregate their offers, and submit the aggregated offers on behalf of them in the wholesale market. DRPs are to be paid for their services if they improve the operation of the electric grid. An Energy Services Interface (ESI) serves as the information management gateway through which the customer domain interacts with DRPs. The DRP acts as a medium between DSO and small customers and enables the participation of small customers in the DR programs.

In this paper, some DRPs are defined in order to aggregate offers for load reduction made by their determined consumers. Fig. 1 depicts a typical price–quantity offer package containing four pairs where \( o_\psi \) is price offer in step \( \psi \). For each hour, a DRP submits its price–quantity offer as a package. Each step in the typical price–quantity offer package submitted by a customer that is willing to reduce its consumption is shown in Fig. 1. At each hour, \( L_{\text{Max}} \) is the sum of all loads reduction and \( L_{\text{Min}} \) is the minimum load reduction that a customer can carry out. For example, let assume that in an energy scheduling procedure, \( L \) kW of load reduction are accepted from a DRP. The DRP is paid at \( o_1 \) for \( L_1 \), \( o_2 \) for \( L_2 - L_1 \), and \( o_3 \) for \( L_3 - L_2 \). The equations for the ith DRP are the following ones from (1)–(4).
where $I^d(t)$ is the accepted load reduction of DRP $i$ at step $\psi$ of the price–quantity offer package; $DP^p(i,t)$ and $DC^c(i,t)$ are, respectively, the total accepted load reduction quantity and payment for the $i$th DRP in period $t$.

At each hour, the sum of scheduled energy reduction and reserve provided by each DRP should not be greater than its maximum load reduction offer ($L_{\text{Max}}^i$). This means that the uncommitted load reduction capacity of each DRP’s offer package during energy scheduling can be also scheduled for reserve requirement. The reserve prepared by DRPs is calculated as follows:

$$DP^p(i,t) + DC^c(i,t) \leq L_{\text{Max}}^i$$

(5)

$$DC^c(i,t) = DP^p(i,t) \times q^c(i,t)$$

(6)

where $DP^p(i,t)$ and $q^c(i,t)$ are the scheduled reserved provided by DRP $i$ and the reserve price for being in standby in period $t$, respectively; $L_{\text{Max}}^i$ is the maximum quantity of load reduction offered by DRP $i$, and $DC^c(i,t)$ is the reserve cost that is paid to DRP.

On the other hand, large consumers, corresponding to industrial and commercial customers, can directly participate in DR programs. These consumers offer their quantity–price pair offers for load reduction or in order to provide reserve to the system operator. The equations of individual loads (ILs), participating in both load reduction or in order to provide reserve to the system operations. These consumers offer their quantity–price pair offers for energy reduction and for being in standby for reserve in period $t$, respectively. The cost of load reduction and committing reserve, that are paid to individual loads participating in DR programs, are $IC^p(b,t)$ and $IC^c(b,t)$, respectively.

### 3. Wind generation and demand uncertainty modeling

In this section, the wind generation and demand modeling considered in the scheduling approach are explained.

#### 3.1. Wind generation modeling

The Rayleigh probability density function (PDF) is regularly used as a proper expression model of wind speed behavior [19]. Rayleigh PDF is a special case of Weibull PDF in which the shape index is equal to 2.

$$f(v) = \left(\frac{2v}{c^2}\right) e^{-(\frac{v}{c})^2}$$

(10)

where $(v), c$ and $\nu$ are Rayleigh PDF, scale index and wind speed, respectively. If the mean value of the wind speed ($\nu_m$) for a site is known, then the scaling index $c$ can be calculated as in (11) and (12)

$$\nu_m = \int_0^\infty \nu f(\nu) d\nu = \int_0^\infty \left(\frac{2\nu}{c^2}\right) e^{-(\frac{\nu}{c})^2} d\nu = \frac{\sqrt{\pi} c}{2}$$

(11)

$$c \approx 1.128 \nu_m$$

(12)

In order to integrate the output power of the wind-based DG units as a multi-state variable in the distribution energy scheduling formulation, the continuous Rayleigh probability density function has been divided into intervals, in each of which the wind speed is within specific limits. The number of intervals is carefully selected for the Rayleigh distribution because a small number of intervals decreases the accuracy, whereas a large number increases the problem complexity. A 5-interval wind speed probability distribution function is illustrated in Fig. 2. The probability of each interval ($p_w$) is calculated using Eq. (13):

$$p_w = \int_{\nu_{w1}}^{\nu_{w2}} f(\nu) d\nu$$

(13)

where $\nu_{w1}$ and $\nu_{w2}$ are the speed limits of interval $w$. The output power of the wind turbine corresponding to each interval, is calculated by using the wind turbine power curve parameters as described by Eq. (14). In order to simplify the analysis, the average value of each interval ($\nu_{\text{mean}}$) is used to calculate the output power for each interval.

![Fig. 2. An indicative wind speed distribution model.](image-url)
where \(v_{ci}, v_r, \) and \(v_{co}\) are the cut-in speed, rated speed and cut-off speed of the wind turbine, respectively.

### 3.2. Load modeling

The power system operator should forecast the amount of demand at each of the following hours and days. As the anticipating process has some errors, the demand forecast will not be 100% accurate \([20,21]\). Thus, the uncertainty about future demand is modeled by a number of states. The demand forecast uncertainty is often modeled by a normal probability distribution function as illustrated in Fig. 3 \([22–25]\). For creating a limited number of demand states during each hour, it is generally sampled from the distribution curve shown in Fig. 3.

In the proposed model, the error associated to load demand is assumed to be normally distributed and the weights \(p_d\) are given by the area under the curve between the lower and upper limits of each interval \(j\).

### 3.3. Scenario combination

In order to combine different states of wind and demand fluctuations, the scenario tree model is used in the proposed method \([26,27]\). As seen from Fig. 4, each scenario consists of two different states of wind generation and demand forecasted values. Each scenario is assigned a weight \(p_s\), that reflects the possibility of its occurrence. Scenarios considering possible wind power variation and demand fluctuation at each hour are taken into account.

### 4. The stochastic energy and reserve scheduling

In the proposed model, energy and reserve scheduling in the distribution network are managed by the DSO. The interactions between the DSO and other participants are shown in Fig. 5 \([9,28,29]\). In order to model the wind power generation and load demand uncertainties within the energy and reserve scheduling, a two-stage stochastic programming framework is implemented. In this procedure, the electrical energy required to supply demand loads should be scheduled while simultaneously considering the uncertainty associated to wind power and load demand. Hence, variables pertaining to the energy and reserve costs and payments that are made before the realization of any scenario should be considered in the first stage of this model. These variables for each time period include:

1. Scheduled input power from the main grid and scheduled power for DGs.
2. Scheduled load reduction for each individual load or DRP.
3. Scheduled spinning reserve for the main grid and DGs.
4. Scheduled reserve for each individual load or DRP.

In the second stage of the model, variables pertaining to each particular scenario at each time period should be considered. These variables, which are related to the actual operation of the distribution system, include:

1. The dispatching (using) of scheduled spinning reserve committed by the main grid and DGs.
2. The dispatching (using) of scheduled reserve by each individual load or DRP.
3. The involuntarily load shedding by each consumer.
4. The wind power production.
5. The power flow variables, namely, voltage magnitudes and angles at each bus, power losses in every line, flow through each line and power injection at every bus.

The two-stage stochastic model presented in this paper for short term energy and reserve scheduling in a distribution system is formulated as a two-stage stochastic programming problem: the first stage denotes the day-ahead scheduling with its constraints, while the second stage denotes the distribution system operation and its constraints. In the proposed method, the scheduling variables pertaining to the first stage correspond to the market decisions, that also reflect the realizations of stochastic processes without being explicitly linked to one specific realization, but to all of them. The cost objective function to be minimized groups separately those terms representing the costs concerning the electricity market and those representing the costs incurred during the actual operation of the distribution system. In other words, in the distribution system operation procedure, after running the day-ahead scheduling program, the DSO should announce the scheduling results related to the required power and curtailed load demand to the ISO, DGs’ owner and DR participants. The consequent related payments for all actors should be also determined.

In the first stage, the scheduling variables are, therefore, obtained as a result of the optimization procedure and used for determining the set points of DGs power, load demand reduction and main grid input power, as well as for payments calculation. The first stage variables (scheduled variable) do not belong to any scenario and are determined in order to announce the results and for payment calculation. Since the scheduling variables are not linked to one specific realization, but depend from all of them and due to wind generation and load demand uncertainties, the final dispatching results will be determined only during the real time operation. The scheduling variables, determined as a result of the first stage, will be, thus, different from the dispatching variables that are determined during the real time operation. Their difference will determine generation and consumption variations, as well as costs and payments changes, depending on what scenario will occur in real time.

The probability of each scenario will determine its importance and effect on the scheduled result. In Fig. 6, a simple solution space for a stochastic optimization problem is shown. Each scenario has an optimal solution according to its allocated wind generation and demand parameters. The scheduled variables should be determined in such a way that the cost of corrective actions for changing the scheduled parameters is minimized. The corrective actions comprise additional absorbed power from the main grid, additional load demand reduction or increment of power generation from DG units.

Scheduled variables represent the outputs of this model which determines the generation and consumption program of the distribution system through the next 24 h. It is worth noting that scheduled variables determine contracting amounts of electricity and reserve for that the DSO should pay to the electricity market operator and DRPs. The difference between active power variables of DGs and main grid as well as load demand reduction in the first and second stage are taken into account as reserve (corrective actions). In other words, a scenario variable determines the corrective actions that the operator should perform if that scenario happens in order to operate the system in a secure and economic mode. In each scenario, there is a tradeoff between the amount of reserve requirement and the expected energy not served.

The involuntary load shedding is used in this model to prevent committing more reserve in some scenarios with low probability of occurrence and refers to unplanned load shedding in which the operator should pay damage cost for power interruptions. The need to cover all power curtailment due to wind generation and demand forecast errors by providing reserve, irrespective of their probability of occurrence, will decrease the overall social welfare and, particularly, may sharply increase the incremental costs of reserve and energy [30]. The Value of Lost Load (VOLL) is defined as the value that an average consumer loses from an unsupplied $\text{kWh}$ of energy. The value of these reductions can be expressed as a customer damage function. While an involuntary load shedding for a consumer occurs, the damage cost is paid at VOLL to this consumer. In the proposed two-stage stochastic model, the Energy Not Served (ENS) term in the second stage could affect the result of the first stage. In other words, the involuntary load shedding is required when the power shortage due to wind curtailment occurs in a scenario. If reserve is allocated in order to cover wind power curtailment, the involuntary load shedding is not required. So, the optimization method carries out a trade-off between ENS and reserve costs in order to minimize the total costs.
Let’s assume, for example, that a diesel generator is scheduled to generate 800 kW power in a specific hour (first stage). In other hand, if a scenario where 200 kW of wind curtailment occurs, it is needed to compensate this power shortage by an energy resource like DGs, main grid power plants or demand response. Let’s suppose in this period the diesel generator has the lowest energy cost, the scenario variable for the diesel generator is set at 1000 kW. It means that when this scenario occurs in real time, the diesel generator (that has been scheduled at 800 kW power output) should increase its power up to 1000 kW in order to cover the wind energy curtailment. So, this additional active power of 200 kW is calculated as a reserve for the diesel generator.

4.1. Assumptions

In this model the following assumptions are considered [28,31].

- Wind generation is assumed to be a regulated activity and thus wind producers are not considered competitive agents in the market and, thus, are paid at a regulated tariff.
- The distribution system operator (DSO) is responsible for energy and reserve scheduling in a distribution system. DSO purchases its energy and reserve requirements from the wholesale electricity market.
- The wholesale hourly electricity price for energy and reserve, as well as average emission rate of the main grid’s power plants through the next 24-h period are available.

4.2. Objective function and constraints

The proposed distribution energy and reserve scheduling method aims at minimizing two objective functions: cost ($F_{\text{cost}}$) and emission ($F_{\text{emission}}$). The stochastic multi-objective optimization problem is formulated as follows:

$$\text{Minimize} \left\{ F_{\text{cost}}, F_{\text{emission}} \right\} $$

(16)

The total expected cost ($F_{\text{cost}}$) of the distribution network represents one of the objective functions that should be minimized [25,32]. The cost objective function has two parts: the first one (CC) is the sum of contracting energy and reserve costs that should be paid to the market operator and to consumers participating in DR programs, while the second part represents the total operational costs associated to the considered scenarios.

The first part of cost objective function, representing the payment costs of electricity and reserve during the total scheduling horizon is given as follows:

$$CC = \sum_{t=1}^{T} \left[ P_{\text{grad}}(t) \times TD_{f}(t) + R_{\text{grad}}(t) \times TD_{g}(t) \right. + \left. \sum_{j=1}^{J} C_{DC}(j, t) \times TD_{c}(j, t) + \sum_{b=1}^{b} IC_{b}(b, t) + IC_{w}(b, t) \right. + \left. \sum_{i=1}^{I} DC_{i}(i, t) + DC_{w}(i, t) + \sum_{w=1}^{W} \lambda_{w} \times P_{w}(t) \right]$$

(17)

where $P_{\text{grad}}(t)$ and $R_{\text{grad}}(t)$ are, respectively, the scheduled purchased energy and reserve from the main grid in period $t$. $TD_{f}(t)$ and $TD_{g}(t)$ are the hourly and reserve price of energy, respectively; $J$ is the number of DGs and $C_{DC}(j, t)$ represents the hourly fuel cost of DG $j$ in period $t$; $R_{DC}(j, t)$ and $C_{DG}(j, t)$ are the spinning reserve provided by DG $j$ and the price of reserve, respectively; $P_{w}(t)$ and $\lambda_{w}$ are the active power of wind turbine $w$ and the cost of wind energy in period $t$, respectively [33–35].

The second part of cost objective function takes into account the operational costs associated to each scenario ($SC(s)$) that includes the costs associated to the energy as well as deployment of reserve for the considered scenario and its probability of occurrence ($\pi(s)$).

The operational cost associated to each scenario is given as follows:

$$SC(s) = \sum_{t=1}^{T} \left[ P_{\text{grad}}(s, t) \times TD_{f}(t) + \sum_{j=1}^{J} C_{DC}(j, t, s) + \sum_{b=1}^{b} IC_{b}(b, t, s) \right. + \left. \sum_{i=1}^{I} DC_{i}(i, t, s) + ENS(s, t) \times \text{volt}(t) \right]$$

(18)

where $P_{\text{grad}}(s, t)$ is the required purchased power from the main grid in period $t$ and scenario $s$; $C_{DC}(j, t, s)$ represents the operational cost of DG $j$ in period $t$ and scenario $s$; $DC_{i}(i, t, s)$ and $IC_{b}(b, t, s)$ are, respectively, the costs associated to both groups of load reductions in period $t$ and scenario $s$, respectively; $ENS(s, t)$ and $\text{volt}(t)$ are the Expected Energy Not Served (EENS) and the Value of Lost Load (VOLL), respectively.

The fuel cost of a generator can be generally expressed as a function of its real power output and can be modeled by a quadratic polynomial [36]. The operational cost of a DG unit (like a diesel generator) with a quadratic cost function $C_{DG}(j, t)$ is given by [9]:

$$C_{DG}(j, t) = a_{j} \times u(j, t) + b_{j} \times P_{DG}(j, t) + c_{j} \times P_{DG}^{2}(j, t)$$

(19)

where $a_{j}$, $b_{j}$ and $c_{j}$ represent the cost coefficients of DGs; $P_{DG}(j, t)$ and $u(j, t)$ are the active output power and the binary variable which shows the on/off state of DG $j$ in period $t$, respectively.

Accordingly, the DG cost in each scenario ($C_{\text{DC}}(j, t, s)$) is calculated as follows:

$$C_{\text{DC}}(j, t, s) = a_{j} \times u(j, t, s) + b_{j} \times P_{\text{DC}}(j, t, s) + c_{j} \times P_{\text{DC}}^{2}(j, t, s)$$

(20)

where $P_{\text{DC}}(j, t, s)$ and $u(j, t, s)$ are the active power and the on/off state of the DG $j$ in period $t$ and scenario $s$, respectively. In order to implement a linear programming approach, the non linear cost function of DG is approximated by a linear function that, for practical purpose, is indistinguishable from the non-linear model [37].

The cost objective function of the stochastic energy and reserve scheduling represents the total expected cost ($F_{\text{cost}}$) calculated as follows:

$$F_{\text{cost}} = CC + \sum_{i=1}^{S} \pi(s) \times SC(s)$$

(21)

where $\pi(s)$ is the probability of scenario $s$.

Electrical loads are supplied by both DGs installed in the distribution network and conventional power plants connected to the main grid. The emissions of non-renewable DGs ($Em_{DG}$) are calculated as follows:

$$Em_{DG} = \sum_{t=1}^{T} \sum_{j=1}^{J} P_{DG}(j, t) \times E_{CO_{2}}(j)$$

(22)

where $E_{CO_{2}}(j)$ is the CO2 emission rate of DG $j$.

The average emissions due to the power plants of the main grid ($Em_{\text{grid}}$) are calculated as follows:

$$Em_{\text{grid}} = \sum_{t=1}^{T} E_{CO_{2}}(t) \times P_{\text{grad}}(t)$$

(23)

where $E_{CO_{2}}(t)$ is the average CO2 emission rate of the power plants in period $t$.

The objective function related to the total emissions during the planning period is calculated as follows:

$$F_{\text{emission}} = Em_{\text{grid}} + Em_{DG}$$

(24)
The following constraints are considered in the optimization problem.

4.2.1. Load balance

\[ P_{\text{grid}}(t) + \sum_{j=1}^{W} P_{\text{DG}}(j, t) + \sum_{s=1}^{W} P_{\text{w}}(s, t) = P_{i}(t) + \text{Loss}(t) - \sum_{b} D^{P}(i, t, s) - \sum_{b} I^{L}(b, t, s) \quad \forall t \]

(25)

where \( P_{i}(t) \) and \( P_{i}(t) \) are the active power of wind turbine \( w \) and the active demand in period \( t \), respectively; \( \text{Loss}(t) \) represents the total energy losses in period \( t \).

The energy balance at each scenario should also be satisfied.

\[ P_{\text{grid}}(s, t) + \sum_{j=1}^{W} P_{\text{DG}}(j, t, s) + \sum_{s=1}^{W} P_{\text{w}}(s, t) = P_{i}(s, t) + \text{Loss}(s, t) - \sum_{b} I^{L}(b, t, s) - \sum_{t} D^{P}(i, t, s) - \text{ENS}(s, t, t) \quad \forall s, t \]

(26)

where \( P_{\text{w}}(s, t) \) and \( P_{i}(s, t) \) are the wind active power and the active demand in scenario \( s \), respectively. The required load reduction from DRPs and large loads at each scenario are defined as \( D^{P}(i, t, s) \) and \( I^{L}(b, t, s) \), respectively. \( \text{ENS}(s, t, t) \) is the amount of involuntarily load shedding at each scenario which should be subtracted from load demand. This amount of load reductions pertaining to a specific scenario is defined as the load reserve requirement for the condition in which this scenario occurs.

4.2.2. Demand response participants’ constraints

The scheduled reserves prepared by DRPs \( (D^{P}(i, t)) \) and individual large loads \( (I^{L}(b, t)) \) at each hour are defined as the additional load reduction of each load for each scenario, if compared to its scheduled load demand reduction. Choosing the maximum value guarantees that the scheduled load reserve can cover load reduction’s requirement in all scenarios.

\[ D^{P}(i, t) \geq D^{P}(i, t, s) - D^{P}(i, t) \quad \forall s, i, t \]

(27)

\[ I^{L}(b, t) \geq I^{L}(b, t, s) - I^{L}(b, t) \quad \forall s, b, t \]

(28)

The reactive power reduction of each load in the demand response program is considered proportional to the active power reduction according to the power factor of the considered load.

4.2.3. DG power and reserve constraints

The DG units have a maximum and minimum generating capacity beyond which it is not feasible to generate due to technical reasons. Generating limits are specified as upper and lower limits for the real and reactive power outputs.

\[ P_{\text{DG}}(j, t) + R_{\text{DG}}(j, t) \leq P_{\text{DG} \text{max}} \quad \forall j, t \]

(29)

\[ P_{\text{DG}}(j, t) \geq P_{\text{DG} \text{min}} - u(j, t) \quad \forall j, t \]

(30)

where \( P_{\text{DG} \text{max}} \) and \( P_{\text{DG} \text{min}} \) are the maximum and minimum limits of \( j \) th DG output power, respectively; \( u(j, t) \) represents the on/off state of \( j \)th DG.

The start up cost \( (SU(j, t)) \) of the DG units is calculated as follows:

\[ SU(j, t) = \text{Cost}(j) \times (u(j, t) - u(j, t - 1)) \]

(31)

\[ SU(j, t) \geq 0 \]

(32)

where \( \text{Cost}(j) \) is the start up cost of \( j \)th DG.

The spinning reserves \( (R_{\text{DG}(j, t)}) \) provided by DGs and the main grid \( (R_{\text{grid}}(t)) \) are calculated as follows:

\[ R_{\text{DG}(j, t)} \geq P_{\text{DG}}(j, t, s) - P_{\text{DG}(j, t)} \quad \forall j, t, s \]

(33)

\[ R_{\text{grid}}(t) \geq P_{\text{grid}}(s, t) - P_{\text{grid}}(t) \quad \forall s, t \]

(34)

The ramp-rate limits of DGs are given as follows [38]:

\[ P_{\text{DG}}(j, t) - P_{\text{DG}}(j, t - 1) \leq RU_{j} \quad \forall j, t \]

(35)

\[ P_{\text{DG}}(j, t - 1) - P_{\text{DG}}(j, t) \leq RD_{j} \quad \forall j, t \]

(36)

where \( RU_{j} \) and \( RD_{j} \) represent, respectively, ramp-up and ramp-down rate limits of DG \( j \).

The minimum up/down time limits of DGs are given as follows [38]:

\[ X^{\text{on}}(t - 1) - T^{\text{on}} \times [u(j, t - 1) - u(j, t)] \geq 0 \quad \forall j, t \]

(37)

\[ X^{\text{off}}(t - 1) - T^{\text{off}} \times [u(j, t) - u(j, t - 1)] \geq 0 \quad \forall j, t \]

(38)

where \( X^{\text{on}}(t) \) and \( X^{\text{off}}(t) \) represent, respectively, the time duration for which DG \( j \) has been on and off in period \( t; T^{\text{on}} \) and \( T^{\text{off}} \) are the minimum up and down time of DG \( j \), respectively.

4.2.4. Power flow constraints

\[ P_{n,m}(t) = \sum_{m=1}^{N} V(n, t)||V(m, t)||Y_{nm} \cos(\delta(m, t) - \delta(n, t) + \theta_{nm}) \quad \forall n, t \]

(39)

\[ Q_{n,m}(t) = \sum_{m=1}^{N} V(n, t)||V(m, t)||Y_{nm} \sin(\delta(m, t) - \delta(n, t) + \theta_{nm}) \quad \forall n, t \]

(40)

where \( N \) is the total number of buses; \( n \) and \( m \) are indexes for buses; \( |V(n, t)| \) is the voltage magnitude at node \( n \); \( \delta(n, t) \) is the voltage angle at node \( n \); \( Y_{nm} \) is the element \((n, m)\) of the admittance matrix; \( \theta_{nm} \) is the angle of \( Y_{nm} \); \( P_{n,m}(n, t) \) and \( Q_{n,m}(n, t) \) are the net injected active and reactive power to node \( n \), respectively.

The other network operation constraints are as follows:

\[ S(n, m, t) \leq \Delta S_{n,m} \quad \forall n, m, t \]

(41)

\[ V_{n}^{\text{min}} \leq V(n, t) \leq V_{n}^{\text{max}} \quad \forall n, t \]

(42)

\[ P_{\text{sub}}(t) \leq P_{\text{sub}}^{\text{max}} \quad \forall t \]

(43)

where \( S(n, m, t) \) is the apparent power flow from node \( n \) to \( m \); \( S_{n,m}^{\text{max}} \) is the capacity of the line/cable between node \( n \) and node \( m \); \( V_{n}^{\text{min}} \) and \( V_{n}^{\text{max}} \) are the maximum and minimum voltage magnitudes at node \( n \), respectively; \( P_{\text{sub}}(t) \) is the power output from the main substation.

4.3. Multi-objective mathematical programming problems

In Multiobjective Mathematical Programming (MMP) there are different objective functions and there is no single optimal solution that simultaneously optimizes all the objective functions. In MMP the concept of optimality is replaced with that of efficiency or Pareto optimality. The efficient (or Pareto optimal, non-dominated, non-inferior) solutions are the solutions that cannot be improved in one objective function without deteriorating their performance in at least one of the rest [39]. In these cases the decision makers are looking for the “most preferred” solution. The method that has been used in this paper is augmented e-constraint method.
This method is described as follows and more details are available in [40,41].

4.3.1. Augmented ε-constraint method

In the proposed method, there is a challenge between reducing the cost and the amount of air pollutants emissions produced by conventional generators. In order to assess the trade-off between the cost and the amount of air pollutants emissions produced by conventional generators, augmented ε-constraint method is used in the proposed method.

For this model, only the range of the objective function \( F_{\text{Emission}} \) is calculated in the augmented ε-constraint method, while \( F_{\text{Cost}} \) is the main objective function. Then, the range of the objective function \( F_{\text{Emission}} \) is divided to \( k \) equal intervals. Therefore, there are in total \((k + 1)\) grid points for \( F_{\text{Emission}} \). Thus, \((k + 1)\) optimization subproblems must be solved where some of these subproblems may have infeasible solution space. The problem has the following form [40,41]:

\[
\min \left( F_{\text{Cost}} - \delta \times \left( \frac{S_i}{S_j} \right) \right) \tag{44}
\]

subject to:

\[ F_{\text{Emission}} + S_2 = e_2, \quad S_2 \in \mathbb{R}^+ \]

where

\[ e_2 = F_{\text{Emission}}^{\max} - \left( \frac{F_{\text{Emission}}^{\max} - F_{\text{Emission}}^{\min}}{q_2} \right) \times k, \quad k = 0, 1, \ldots, q_2 \tag{45} \]

where \( \delta \) is a small number (usually between \( 10^{-3} \) and \( 10^{-6} \)); \( S_2 \) is an interval variable; \( F_{\text{Emission}}^{\max} \) and \( F_{\text{Emission}}^{\min} \) represent the maximum and minimum values of the individual objective function, total air pollutants emission, based on the payoff table, respectively; \( e_2 \) is the \( k \)th range of \( F_{\text{Emission}} \); \( r_2 \) is the range of the total air pollutants emission \( \left( F_{\text{Emission}}^{\max} - F_{\text{Emission}}^{\min} \right) \), and \( q_2 \) is the number of equal part.

When solving each of the sub problems all the constraints of the model should be also considered. By solving each optimization sub-problem, one Pareto-optimal solution is obtained. With higher number of grid points, a denser efficient set is obtained but with a higher computational time. A trade-off between the density of the efficient set and time consuming is always necessary. In this paper, the number of intervals for the objective function \( F_{\text{Emission}} \) is considered to be equal to 10.

4.3.2. Best compromise solution

When the Pareto-optimal solution is obtained, one of the solutions is chosen as the best compromise solution. Fuzzy sets are introduced here to handle the problem [42] and a linear membership function \((\mu_i^k)\) is described for each of the objective functions, i.e. \( F_{\text{Cost}} \) and \( F_{\text{Emission}} \):

\[
\mu_i^{k-\text{cost emission}} = \left\{ \begin{array}{ll}
1, & F_i^k \leq F_i^{\min} \\
\frac{F_i^{\min}}{F_i^{\max} - F_i^{\min}}, & F_i^{\min} < F_i^k \leq F_i^{\max} \\
0, & F_i^k > F_i^{\max}
\end{array} \right. \tag{46}
\]

where \( F_i^k \) and \( \mu_i^k \) represent the value of the \( i \)th objective function in the \( k \)th Pareto-optimal solution and its membership function, respectively. For each of the \( k \) solutions, the membership function can be normalized as follows:

\[
\mu^k = \frac{\sum_{i=1}^{r} \omega_i^k \mu_i^k}{\sum_{i=1}^{r} \sum_{k=1}^{m} \omega_i^k \mu_i^k} \tag{47}
\]

where \( \omega_i^k \) is the weight value of the \( i \)th objective function in the MMP problem also, \( m \) is the number of Pareto-optimal solutions. The weight values \( \omega_i \) can be selected by the operator based on the importance of economic issue and environmental allowance. The solution with the maximum membership function \( \mu^k \) is the most preferred compromise solution based on the implemented weight factors and so is selected as the best Pareto-optimal solution.

4.4. Computation technique

The energy and reserve scheduling problem formulated in the paper is a large-scale Mixed Integer Nonlinear programming (MINLP) optimization problem. MINLP optimization techniques require significant computer means and the execution times are not compatible with the short-term energy and reserve scheduling [14,16]. Therefore, it is necessary to use alternative methodologies in order to have fast response for optimization problems with many variables. In order to make the proposed model applicable for real size distribution networks with large number of consumers and overcome the difficulties related to the solution of nonlinear optimization problems with binary variables, a fast and robust optimization technique, known as Benders decomposition, is implemented in this paper [43]. The use of Benders decomposition to address optimization problems allows a lower processing time if compared with MINLP approaches for solving large dimension complex problems. The proposed solution technique is also designed for real size smart distribution systems scheduling in which there are time-coupling constraints like ramping constraints and minimum operation time, as well as energy storages and electric vehicles. The distribution energy resource scheduling is known as a complex MINLP optimization problem and the proposed solution method could significantly reduce the execution time of the day-ahead energy and reserve scheduling.

The basic idea behind this method is to decompose the problem into two simpler parts: the first part, called master problem, solves a relaxed version of the problem and get values for a subset of the variables. The second part, called sub-problem (or auxiliary problem), receives the values for the remaining variables, while keeping the first ones fixed, and uses these to generate cuts for the master problem [44]. The master and auxiliary problems are solved iteratively until no more cuts can be generated. The combination of the variables found in the last master and sub-problem iteration is the solution to the original formulation. This method allows appropriately treating the non-convexity associated with binary variables and dividing the global problem into two smaller problems which are easier to solve.

As shown in Fig. 7, the master problem consists of 24-h multiobjective energy and reserve scheduling problems which are solved by using the mixed-integer linear programming (MILP) solver CPLEX [45]. The sub-problem is an hourly distribution power flow, with some fixed variables received from the master problem solution, and is solved using non-linear programming (NLP) solver CONOPT [46]. Both the master and the sub-problem are modeled in GAMS [47] on a Pentium IV, 2.6 GHz processor with 4 GB of RAM. More details on Benders decomposition and its features are available in [48] and its implementation in optimal power flow problems is described in [10].

The master problem's objective function is formulated as:

\[
\text{Min } F_{\text{Cost}} + \sum_{t=1}^{T} \chi_t^r \tag{48}
\]

Subject to constraints (25)-(38) as well as to emission constraint calculated by the augmented epsilon constraint method. The Benders cut is calculated as follows:
The sub-problem checks the feasibility of the master problem solution by means of an AC power flow. Then, any violations in constraints (41)–(43) can be relieved by adjusting the imported power through substation and output power of DGs. The objective function introduced in (50) minimizes the cost of deviations from the master problem solution:

$$
\alpha_m \geq \alpha_1^{m-1} + \sum_{j=1}^{f} \left( P_{\text{grid}}(t) - P_{\text{grid}}(t)^{m-1} \right) \times \left( P_{\text{DG}}(j, t) - P_{\text{DG}}(j, t)^{m-1} \right)
$$

(49)

where $\alpha_m$ is the sub-problem cost at iteration $m - 1$. The Benders linear cuts (49) couple master and sub-problem, and are updated at each iteration.

The sub-problem checks the feasibility of the master problem solution by means of an AC power flow. Then, any violations in constraints (41)–(43) can be relieved by adjusting the imported power through substation and output power of DGs. The objective function introduced in (50) minimizes the cost of deviations from the master problem solution:

$$
\text{Min} \sum_{t=1}^{T} \left( \sum_{n=1}^{N} \left( P_{\text{grid}}(n, t) + Q_{\text{grid}}(n, t) \right) \right)
$$

(50)

where $P_{\text{grid}}(n, t), Q_{\text{grid}}(n, t)$ represent, respectively, the requirements of real power, reactive power at node $n$ and in period $t$. In other words, they are the slack variables of the optimization problem that are necessary to make the optimization problem feasible.

$$
P_{\text{grid}}(n, t) + Q_{\text{grid}}(n, t) = \sum_{m=1}^{N} \left| V(n, t) \right| \left| V(m, t) \right| Y_{n,m} \cos(\delta(m, t)) - \delta(n, t) + \theta_{n,m} \quad \forall n, t
$$

(51)

$$
Q_{\text{grid}}(n, t) + Q_{\text{grid}}(n, t) = -\sum_{m=1}^{N} \left| V(n, t) \right| \left| V(m, t) \right| Y_{n,m} \sin(\delta(m, t)) - \delta(n, t) + \theta_{n,m} \quad \forall n, t
$$

(52)

$$
P_{\text{grid}}(t) = P_{\text{grid}}(t)^m \rightarrow \alpha_1^{m-1} \quad \forall t
$$

(53)

$$
(P_{\text{DG}}(j, t) = P_{\text{DG}}(j, t)^m) \rightarrow \mu_{j,t}^{m-1} \quad \forall j, t
$$

(54)

Constraints (53) and (54) provide the marginal data ($\lambda_{n,b,k}$ and $\mu_{j,t}$) associated with the decision taken by the master problem, that is, the sensitivity for each value of the decision variables ($P_{\text{grid}}(t)$ and $P_{\text{DG}}(j,t)$) fixed by the master problem at the same iteration. These sensitivities are going to be applied to the formulation of the Benders cuts of the following iteration.

The Benders decomposition procedure stops when the solution provided by the master problem is feasible, that is, the value of the objective function computed in the slave problem is zero. This approach to Benders decomposition guarantees method convergence for the considered problem.

Even if the Benders decomposition does not guarantee to obtain the global optimum in all types of problems, the Benders technique is able to find the global optimum in some MINLP optimization problems [49–51]. In other cases, the Benders method convergence should be examined. In order to demonstrate that the proposed method allows obtaining the global optimum, the results obtained with the Benders method have been compared with those obtained by using a robust MINLP commercial solver. In particular, in order to validate the proposed method, the hourly scheduling problem with a MINLP commercial solver in GAMS was examined. The results of these two methods have been compared and equal results have been obtained from the Benders decomposition method. The comparison confirmed that the proposed computation technique is able to find the optimal solution.

5. Case study

The proposed method was applied to a modified version of the 41-bus 11.4-kV radial distribution system given in [52] and illustrated in Fig. 8. The main substation at bus 1 is used to feed rural area with a peak load of 16.8 MW.

Table 1 provides the hourly energy price of Ontario electricity market on Wednesday 23 January 2013 [53]. The capacity cost for spinning reserve from the main grid is, instead considered to be equal to the 25% of the hourly energy price at each hour. The forecasted load profile of the test system for a 24-h period is shown in Fig. 9. Real average hourly wind speed is shown in Fig. 10 [54]. All wind turbines installed in the test system are of the same type with specifications power rated of 1.1 MW, cut-in speed of 4 m/s, nominal speed of 14 m/s, and cut-out speed of 25 m/s. The wind turbines are located at buses 15, 19, 26, 29, 32, 35, 41. Also, two diesel generator sets are installed at buses 14 and 28. The diesel generators are assumed to have fixed power factors of 1 and 0.9 lagging, respectively. The VOLL, required to estimate the social cost of interruptions, is assumed to be 1000$/MW h [55].

The load buses areas of each DRP are shown in Table 2. The DRPs’ price–quantity offer package, which is in the format of the package presented in Section 2, is presented in Fig. 11. It is assumed that individual loads (IL) participating in the DR program are located at buses 7, 40 and 31 and their offer packages are given in Table 3.

The fuel cost and emission rate of the two diesel generator units are given in Table 4 [56,57]. The minimum up and down time of the diesel generators are assumed to be one hour. The spinning reserve of DGs is priced at a rate equal to the 25% of their highest marginal cost of the energy production [58]. The grid generation system is typically composed of nuclear, hydro, gas steam, coal and gas combined cycle power plants. In this case study, it is supposed, therefore, that, according to a unit commitment program at each hour, the average CO2 emission rates of conventional power plants in the main grid for low (hours 23–24 and 1–6), medium (hours 6–20) and high (hours 20–23) load hours are of 200, 562, 985 kg/MWh, respectively [57].
In order to analyze the effects of demand side participation in energy and reserve scheduling as well as of the emission reduction target, the proposed method is tested in three different cases:

- Case 1: considering only the cost objective function without a DR program;
- Case 2: considering only the cost objective function with a DR program;
- Case 3: considering the multi-objective optimization.

### Table 1

<table>
<thead>
<tr>
<th>Hour</th>
<th>Price ($/MW h)</th>
<th>Hour</th>
<th>Price ($/MW h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>47.47</td>
<td>13</td>
<td>60.64</td>
</tr>
<tr>
<td>2</td>
<td>31.64</td>
<td>14</td>
<td>40.88</td>
</tr>
<tr>
<td>3</td>
<td>31.65</td>
<td>15</td>
<td>28.50</td>
</tr>
<tr>
<td>4</td>
<td>32.60</td>
<td>16</td>
<td>38.75</td>
</tr>
<tr>
<td>5</td>
<td>40.78</td>
<td>17</td>
<td>35.55</td>
</tr>
<tr>
<td>6</td>
<td>38.64</td>
<td>18</td>
<td>112.42</td>
</tr>
<tr>
<td>7</td>
<td>158.95</td>
<td>19</td>
<td>575.58</td>
</tr>
<tr>
<td>8</td>
<td>384.14</td>
<td>20</td>
<td>87.72</td>
</tr>
<tr>
<td>9</td>
<td>67.27</td>
<td>21</td>
<td>35.06</td>
</tr>
<tr>
<td>10</td>
<td>52.29</td>
<td>22</td>
<td>47.18</td>
</tr>
<tr>
<td>11</td>
<td>44.59</td>
<td>23</td>
<td>61.27</td>
</tr>
<tr>
<td>12</td>
<td>108.49</td>
<td>24</td>
<td>33.90</td>
</tr>
</tbody>
</table>

### Table 2

<table>
<thead>
<tr>
<th>DRP</th>
<th>Bus</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRP1</td>
<td>4, 5, 6</td>
</tr>
<tr>
<td>DRP2</td>
<td>10, 13, 14</td>
</tr>
<tr>
<td>DRP3</td>
<td>34, 36, 37</td>
</tr>
<tr>
<td>DRP4</td>
<td>25, 27, 30</td>
</tr>
</tbody>
</table>

In order to analyze the effects of demand side participation in energy and reserve scheduling as well as of the emission reduction target, the proposed method is tested in three different cases:

- Case 1: considering only the cost objective function without a DR program;
- Case 2: considering only the cost objective function with a DR program;
- Case 3: considering the multi-objective optimization.
5.1. Cost minimization in cases 1 and 2

The results of the optimization problem considering only the cost objective function are given in Table 5. The costs of energy and reserve considering the main grid, diesel generators and demand response, are compared in the two cases with and without demand side participation. As shown in Table 5, simulation results evidence that the proposed method allows obtaining lower total operation costs when considering DR programs.

The scheduled reserve in these two cases is shown in Figs. 12 and 13. It’s worth noting that, due to the reserve prices, when considering the case with DR participation, the scheduled reserve from the main grid is reduced during hours 8, 12, 18, 19, and 20. Moreover, the DR participation in reserve scheduling allows releasing the diesel generator capacity for delivering energy during hour 7.

5.2. Multi-objective optimization

In this case, the energy and reserve scheduling is carried out considering both cost and emissions as objective functions. The Augmented ε-constraint method is implemented in order to carry out the multi-objective optimization. The results from the individual optimization of the cost and emission functions are shown in Table 6 (payoff table). From the payoff table, the range of the emission objective function is obtained and used as constraint in augmented ε-constraint method.

Table 3
Individual load offer.

<table>
<thead>
<tr>
<th>IL number</th>
<th>Bus</th>
<th>Quantity (kW)</th>
<th>Price ($/kW h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>13</td>
<td>400</td>
<td>321</td>
</tr>
<tr>
<td>2</td>
<td>29</td>
<td>1400</td>
<td>126</td>
</tr>
<tr>
<td>3</td>
<td>72</td>
<td>350</td>
<td>418</td>
</tr>
<tr>
<td>4</td>
<td>76</td>
<td>1000</td>
<td>580</td>
</tr>
<tr>
<td>5</td>
<td>80</td>
<td>1200</td>
<td>145</td>
</tr>
</tbody>
</table>

Table 4
Emission rate of generation sources.

<table>
<thead>
<tr>
<th>Unit</th>
<th>Cost coefficient</th>
<th>Technical constraints</th>
<th>Emission</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>αi ($) b1 ($) c1 ($/MW h) c2 ($/MW h2) Startup ($) Prmin (MW) Prmax (MW) CO2 (kg/MW h)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DG1</td>
<td>48.40 123 153.9 1 0.08 1.1 740</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DG2</td>
<td>31 98 120 1.2 0.05 1.2 890</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5
Scheduling cost comparison in two cases: with and without DR.

<table>
<thead>
<tr>
<th>Cost ($)</th>
<th>Wind power</th>
<th>Main grid</th>
<th>Diesel generator</th>
<th>DR</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Energy</td>
<td>Reserve</td>
<td>Energy</td>
<td>Reserve</td>
<td>Energy reduction</td>
</tr>
<tr>
<td>Without DR</td>
<td>3008</td>
<td>18,991</td>
<td>592</td>
<td>1005</td>
<td>63</td>
</tr>
<tr>
<td></td>
<td>1005</td>
<td>63</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>23,659</td>
<td>122.85</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>With DR</td>
<td>3008</td>
<td>15,441</td>
<td>429</td>
<td>1047</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td>22,216</td>
<td>118.30</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The Pareto-optimal set, obtained from the augmented \( \varepsilon \)-constraint, is shown in Fig. 14. The membership functions are used to evaluate each member of the Pareto-optimal set. Then the best compromise solution, having the maximum value of the membership function, can be obtained. It should be mentioned that it has been assumed \( w_1 = w_2 = 0.5 \) as the same importance for the two objectives in the multi-objective problem is considered. Table 7 represents the above procedure in a tabular form.

In order to evaluate the effect of the inclusion of the objective function related to emissions reduction in the proposed model, the best compromise solution derived from the multi-objective method is compared with the solution related to the case 2, in which a single objective function, related to the operational cost, has been considered. Figs. 15 and 16 show the scheduled energy in cases 2 and 3, respectively.

As shown in Fig. 15, the power generation from diesel generators and the load curtailment have been contracted at hours 7, 8, 12, 18 and 19 when the electricity price is higher, thus allowing a reduction of the operational costs. When considering also the objective related to the air pollutant reduction, the scheduling results change. As shown in Fig. 16, the load curtailment has been contracted during medium and peak hours when the average emissions rate of the main grid power plants is higher. Moreover, the diesel generators have been committed during hours 19–22 when the emissions rate of the main grid power plant is higher than the emissions rate of the diesel generators. Consequently, in case 3 the emissions related to the energy consumption are reduced if compared to those obtained in case 2.

To evaluate the effect of demand side participation in the proposed multiobjective method, the case 3 has also been carried out without considering a DR program. The results related to energy and demand response costs, as well as emissions in the best compromise solutions are shown in Table 8. DR participation has reduced the operational costs due to energy reduction during hours with high electricity prices. Moreover, the DR participation allows reducing the scheduled power from diesel generators, as well as the power imported from the main grid, especially in periods with high emission rates. Consequently, emissions have been reduced due to the DR program.

In order to evaluate the robustness of Benders decomposition method, the proposed model is also solved using a MINLP optimization solver. The case 3 has been solved on a PC, 2.6 MHz with 4 GB of RAM under GAMS software [47]. For MINLP optimization, DICOPT solver [59] has been used. The cost objective values and execution times obtained with the two methodologies for
executing only the best compromised case is shown in Table 9. In this test case the Benders decomposition method achieved a lower execution time.

6. Conclusion

In this paper, an energy and reserve scheduling method for distribution systems with demand side participation has been proposed. A two stage stochastic approach was used to integrate the probabilistic nature of wind generation and demand into a multi-objective energy and reserve scheduling program. The generalized Benders decomposition method was used in order to solve the proposed large-scale multi-period problem. The method evidences good convergence properties and the simulation results demonstrate that the demand participation in energy and reserve scheduling allows reducing the total operation costs. In order to show the capability of the multi-objective optimization, the scheduling has been compared for the single objective and the multi-objective problems. Simulation results evidenced that the inclusion of the emission objective function determines a variation of the scheduling results in order to reduce the total air pollutant emission. Moreover, the Benders decomposition method permits a significant reduction in the required execution time and allows, therefore, applying the proposed model to real size distribution systems, or to the future smart grid consisting of huge amount of distributed resources.
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