
G
i

J
C
a

b

a

A
R
R
A
A

K
A
L
M
P
M
G

1

t
a
c
S
m
e
o
t
u
i
t
c
t
T
b
t
l

h
1

Journal of Computational Science 24 (2018) 232–254

Contents lists available at ScienceDirect

Journal  of  Computational Science

j ourna l h om epage: www.elsev ier .com/ locate / jocs

PU  parallel  implementation  for  asset-liability  management  in
nsurance  companies

osé  L.  Fernándeza, Ana  M.  Ferreiro-Ferreirob,  José  A.  García-Rodríguezb,
arlos  Vázquezb,∗

University Autónoma of Madrid, Spain
University of A Coruña, ITMATI and CITIC, Spain

 r  t  i  c  l e  i  n  f  o

rticle history:
eceived 22 July 2016
eceived in revised form 30 April 2017
ccepted 10 May 2017
vailable online 26 May  2017

eywords:

a  b  s  t  r  a  c  t

In this  work  we  present  a stochastic  asset  liability  management  (ALM)  model  for  a  life  insurance  company
together  with  its numerical  simulation,  based  in  a  Monte  Carlo  balance  sheet  projection,  and  we  carry
out its  efficient  parallel  computation  using  graphics  processing  units  (GPUs)  hardware.  The  liabilities  of
the  company  consist  of  a portfolio  comprising  with-profit  life  insurance  policies,  that  evolve  according
to  the  policyholder  saving  account,  surrender  and  biometric  models.  On the  asset  side,  we mainly  con-
sider  bonds,  equity  and  cash,  so  that appropriate  stochastic  models  are  considered  for  their  evolution.
sset liability management (ALM)
ife insurance
onte Carlo balance sheet projection

arallelization
ulti-CPU
PUs

We  consider  some  innovations  with  respect  to  literature  in  the  modeling  of  the surrenders  of the  policy-
holders.  Another  important  innovative  aspect  comes  from  the  implementation  of  ALM  in  the  new  high
performance  computing  architectures  provided  by GPUs  technology.  Numerical  results  illustrate  the high
speed up  of the  calculus  by using  GPUs  and the  coherence  of the  computations  (asset  evolution,  default
probabilities  and so  on).

©  2017  Elsevier  B.V.  All  rights  reserved.
. Introduction

Asset liability management (ALM) is a broad denomination for
he models that are used to forecast the evolution of a company
long time, jointly projecting its assets and liabilities portfolios and
omputing the predicted cash inflows and outflows in the future.
uch a company can be either a bank, an insurance company, or
ore generally any financial institution, a state pension fund or

ven a non financial corporation. Depending on the business model
f the company, the specific definition of the underlying models for
he assets and liabilities may  vary. ALM tools aim to cover the liq-
idity and interest rate risks to ensure the solvency of the company,

.e. its capability to meet all its financial obligations. Another addi-
ional relevant goal is to increase the company profit. Thus, ALM
an be generally understood as a management tool to maximize
he investment returns, while minimizing the reinvestment risks.
hese models have a particular relevance in the insurance industry,

ecause one central problem in the insurance business is precisely
o guarantee the solvency of the company. Some ALM models for
ife insurance have been presented, for example, in [1] and the

∗ Corresponding author.
E-mail address: carlosv@udc.es (C. Vázquez).

ttps://doi.org/10.1016/j.jocs.2017.05.010
877-7503/© 2017 Elsevier B.V. All rights reserved.
references therein. Additional references are [2–8], for example.
Their numerical solution can be carried out by using Monte Carlo
techniques [1]. Also high dimensional integration with sparse grids
can be used to reduce the computational cost [9]. For certain sim-
ple cases, following Ito theory, one can obtain Kolmogorov partial
differential equations. These equations can be solved using finite
differences, see [5,10] or [8], for example.

Traditionally, the analysis of the cash flows has been com-
puted for some previously designed (adverse) scenarios (feasible
economic situations) to stress the ALM model of the company.
However, nowadays the importance of stochastic ALM models for
insurance companies has increased, mainly due to new regulations
and a stronger competition. With Solvency II, see [11,12], insurance
companies are allowed, and even encouraged, to develop their own
in house ALM models and simulators to asses their risks. In the case
of banks, the ALM is also required to manage liquidity risk in the
Basel III regulation. The increase in computational power, thanks
to the modern hardware architectures, has also made feasible the
computation of more accurate approximations of the portfolio evo-
lution using models of increasing complexity.

Our ALM model mainly consists in two coupled models: one for

the asset portfolio and one for the liabilities.

Liability model.  On the side of the liabilities, our portfolio com-
prises only with-profit life insurance policies, which are contracts

https://doi.org/10.1016/j.jocs.2017.05.010
http://www.sciencedirect.com/science/journal/18777503
http://www.elsevier.com/locate/jocs
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jocs.2017.05.010&domain=pdf
mailto:carlosv@udc.es
https://doi.org/10.1016/j.jocs.2017.05.010
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Table 1
Asset and liability portfolios for a life insurance company.

Asset Liability

Bonds Life insurance policies
J.L. Fernández et al. / Journal of Com

etween the insurer company and the insured (policyholder). The
olicyholder pays a monthly premium, while the insurer pays
onthly a variable rate benefit in a policyholder saving account,

nd also pays a benefit, either at maturity (or policy expiration) or
f the insured dies before the expiry date of the policy. For the liabil-
ty model, several issues are taken into account, three of the most
mportant being: the saving account, the surrender and the mortal-
ty of the policyholder. In order to compute the projected liabilities
ash outflows, some of them are known on beforehand, as they do
ot depend on stochastic economic variables: for example, the final
ayments due to the maturity of the policies. Others are uncertain
nd depend on the market evolution or on the stochastic behavior
f policyholders biometry.

As we are considering with-profit policies, also known as par-
icipating life insurance contracts, that allow the policyholder to
articipate in the earnings of the company, the premiums paid
y the policyholder are incorporated into a policyholder saving
ccount, equipped with an interest rate guarantee and a surplus
ssociated to the participation in the company benefits. So, we
eed to incorporate a model for the policyholder account evolution.

n this respect, we follow the usual procedure in European coun-
ries, where the interest rate guarantee takes the form of a cliquet
ption (see [13], for example). Recently, some attention has been
ddressed to the optimization of the interest rate guarantee by the
nsurance company (see [14] or [13], for example). In particular,

e mainly follow [13] concerning the model for the policyholder
aving account evolution. Note that as we merge the policies of the
ame characteristics in a model point, actually we consider a model
or the model point saving account.

We also include a model for the possibility of surrender the pol-
cy before maturity. We  assume that surrender can happen when
he rates in the market are higher than the profit offered by the com-
any at some moment. So, the surrender model is parameterized
y considering at any time the difference between the profit of the
ompany and the profit provided by risk free bonds (see [15–17],
or example).

We also consider a biometric model for the benefit that the
ompany must pay in case of death of the policyholder before the
olicy’s maturity.

Asset model.  On the side of the asset, the portfolio involves
xed interest rate instruments (bonds), equities and cash. Insur-
nce companies have a conservative investing strategy, and thus
he biggest part of the monthly incomes are indexed to fixed rate
ssets. We  assume that the remaining part is invested in equity. The
ond and equity returns are related to the corresponding stochastic
odels of the interest rates and the asset value evolution, respec-

ively.
Asset allocation model.  We  note that the assets portfolio is

ot constant in time, its composition evolves according to the
nvestment strategy of the company. Thus, the asset portfolio is
estructured (rebalanced) monthly to maintain the proportion of
ach asset (cash, equity and bonds) equal to a given target pro-
ortion in the asset mix. For this purpose, the investment strategy
ecides whether to buy or sell assets, and which kind of bonds or
quities must be sold or bought. This target asset mix  can be param-
terized and represents an input for the ALM model. So, at each
ebalance date we ensure that there is enough money to meet the
bligations with the policyholders and the company’s sharehold-
rs, and also to fit the pre-specified asset mix. In the sense of [18],
e pose a simplified fixed asset mix  modeling approach.

We  note that in the stochastic programming setting, this is not
nderstood as a dynamic asset allocation model, as the paths are not
nterconnected. The stochastic programming approach is mainly
ased on an event tree for the involved random variables, thus look-

ng for the optimal decision for each node of the event tree, given
he information available at that point. The optimal policy fits the
Equities
Cash

conditions at each state and optimizes the long term. In the present
work, we  just rebalance the portfolio to maintain a target asset
mix, however we do not solve the optimal allocation problem. Our
objective is just to illustrate the advantages of GPU computations
to improve the computational performance of the simple model,
which does not include the dynamic optimal allocation through
stochastic programming. For this approach, we address the readers
to the books [19,20] or the references [21,18], for example. We  are
are exploring to incorporate the stochastic programming approach
to the here proposed GPU implementation. In this respect, a useful
starting reference could be the work in [22], that uses parallel com-
puting techniques based on a PVM protocol for ALM with stochastic
programming in a real Dutch pension fund.

Balance sheet projection. The balance sheet of the company
must be computed for any given economic scenario of the previ-
ously defined models. Each scenario is given by the evolution of
several economic variables. If we know all the values of the vari-
ables at any time in the scenario, we  can supply them to the assets
and liabilities models, compute the surrendered policies, etc. Next,
we compute the cash flows and the value of the assets and liabilities
portfolios.

Numerical method and parallel implementation.  The numer-
ical method to compute the projected balance sheet of the company
is based on a Monte Carlo framework. We generate thousands of
economic scenarios provided by the stochastic models for the evo-
lution of interest rates and assets.

Computing the balance sheet of the company for all times at each
scenario can be a quite demanding computational task, that can
take even a day or more, mainly depending on the number of poli-
cies in the portfolio, the number of scenarios, the temporal length
of the forecast and the number of time steps per scenario. Taking
all this into account, the model has been parallelized in multi-CPU
clusters using OpenMP and also in heterogeneous systems, more
precisely using GPUs. The current implementation has been devel-
oped for Nvidia GPUs using CUDA. We  show performance results
for the Multi-CPU and GPU implementations.

The plan of the article is as follows. In Section 2 we describe
a with-profit life insurance company and the composition of the
assets and liabilities portfolios. In Section 3 we describe the com-
putations related to the balance sheet of the book of the company.
In Section 4 we  introduce the models for the asset, the liabilities and
the asset allocation model. In Section 5 we describe the numerical
scheme, while in Section 6 we present its implementation and its
parallelization using GPUs. Finally, in the last section we  show some
results with the GPU implementation of a test example.

2. Insurance company: with-profit life insurance product

For any company we have two  portfolios, an asset portfolio (a
set of resources with the expectation that they will provide future
benefits) and a liability one (debts or obligations that arise during
the course of business operations). In the case of our with-profit life
insurance company, the asset portfolio comprises bonds, equities
and cash (see Table 1), while the liability portfolio contains with-

profit life insurance policies.

Although there are many different types of insurance contracts,
the basic principle is similar. A company (insurer) agrees to pay out
money, which is referred as benefits, at specified times, upon the
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Table 2
Sketch of the balance sheet.

Balance sheet

Assets Liabilities

Value of bonds Reserves
34 J.L. Fernández et al. / Journal of Co

ccurrence of specified events. In return, the person purchasing
nsurance (insured or policyholder), agrees to make payments of
rescribed amounts to the company. These payments are known
s premiums.  The contract between the insurer and the insured is
eferred to as the insurance policy.

.1. Liability portfolio

In this section the characteristics of the insurance product are
pecified. In the Solvency II framework only the guaranteed part of
he insurance product is considered, so that the financial bonus will
ot be included. Our liability portfolios are only composed of with-
rofit life insurance policies. A with-profit life insurance policy is a
ontract between the insurer company and the insured, where the
nsurance pays monthly a variable rate benefit to the policyholder,
nd also pays a benefit at maturity (or policy expiration) or before
he policy expiry date, if the insured dies.

We consider discrete time steps and define the period k as [tk,
k+1]. In each period, we  assume that premiums are paid at the
eginning while benefits are paid at the end. Administrative costs
re included in the premium.

The guaranteed part of the policy at period k is defined by the
ollowing notations and characteristics:

Premium: �k denotes the payment of the policyholder at the
beginning of period k, if still alive.
Death benefits: Dk is the guaranteed payment to an insurance
holder at the end of period k, if the person dies during that period.
Savings account of the policyholder: Pk is the value of the account
where the policyholders premiums are saved and the participa-
tion on the profit of the company is included. Following [13], we
consider an interest rate guarantee with cliquet style.

There can be hundreds of thousands of such policies in a liability
ortfolio. They can be computed one by one (stand alone compu-
ation) or alternatively it is possible to group similar policies in
uckets, so called model points, to reduce the computational cost
f the calculus (see [1], for example). For example, a model point
ould be the group of all the policies of policyholders between 30
nd 35 years old, with a 10 years expiration date. A more detailed
tudy of how to build the model points can be seen, for example, in
23].

We  group the policies with the same age and maturity, so that Ti
s the month of maturity of all the policies in the model point mi and
i is the age of all the policyholders in mi. Our liability portfolio is
iven by the set of model points, P = {mi / mi is a model point}.

.2. Asset portfolio

The asset portfolio involves fixed rate bonds, equities and cash.

Bonds: insurance companies have a conservative investing strat-
egy, and thus the largest part of the monthly incomes corresponds
to fixed rate assets (bonds). We  denote by n the number of differ-
ent maturities of the bonds in the asset portfolio and we  assume a
set of increasing maturities T0, T1, . . .,  Tn. Moreover, for i = 1, . . .,  n,
let Ni be the total nominal/principal of bonds with maturity Ti and
let ci denote the total of coupons associated to bonds with matu-
rity Ti. Note that at position 0 we always store the nominal whose

maturity is the current date. Moreover, for all the bonds with the
same maturity we add their nominal values and coupons.
Equity: the remaining part is invested in equity (stocks).
Cash: is the cash account of the company.
Value of equity
Value of cash
P&L

Moreover, we can define the value of the monthly discount as:

dk = 1(
1 + rk

12

)k
, (1)

where rk is the interest rate up to time Tk (zero coupon curve).
Starting from d̂0 = 0, the sum of monthly discounts up to month k
(accumulated discount), d̂k, is:

d̂k = d̂k−1 + dk. (2)

3. Balance sheet

In financial accounting, a balance sheet is a summary of the
financial balances of a corporation or any business organization.
A balance sheet can be understood as a “snapshot of a company’s
financial condition”, taking into account the values of the assets
and the liabilities at a particular closing date t. There is a large
amount of standard calculus that a company computes to under-
stand its financial position at a certain date (see Table 2). In this
section we  explain the overall structure of the balance sheet and
the usual actuarial calculus corresponding to the balance sheet of
our asset-liability portfolio (see [24], for example).

3.1. Computations related to the liabilities

3.1.1. Liability cash flows
These are the cash flows related to the policyholder benefits. At

each month, the company must make some periodic payments to
their policyholders. Some of them are known on beforehand, while
others can depend on the market situation. Let us assume, at the
beginning of the k period, the following notations:

- nd
i,k

is the nominal corresponding to the number of deaths for the
model point mi.

- ns
i,k

is the nominal corresponding to the number of surrenders for
the model point mi.

- na
i,k

is the nominal corresponding to the number of alive policies
for the model point mi.

Maturity payments: These are the payments the company must
make for all those policies that reach maturity at time k:

Mk =
∑
mi ∈ P

mi
k, (3)

where mi
k

= rkna
i,k

Death payments: These are the payments that the company
must make for all those policies whose policyholders died during
the period k, that is

Dk =
∑
mi ∈ P

nd
i,krkpd, (4)
where pd is the death benefit (usually equal to 100%).
In our case, we will know the nominal associated to dead poli-

cyholders, because they will follow a biometric model, given by a
life table (see Section 4.2.3).
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Surrender payments:  The surrender value of an insurance
roduct is the cash amount offered to the policyholder by the insur-
nce company upon cancellation of the contract. The surrender
ayments are the payments that the company must make to all
hose policyholders who surrender before maturity at period k,
hich is given by:

k =
∑
mi ∈ P

si
k, (5)

here si
k

= rkns
i,k

ps denotes the payment if the policyholder sur-
enders at model point mi, with ps being the guaranteed payment
f the policyholder surrenders at the end of period k.

The number of surrenders will be given by a model through a
urrender rate depending on the market interest rates (that is, one
f the stochastic components of our ALM model). The surrender rate
ill be calculated at each time depending on the scenario evolution

see Section 4.2, for details).
Policy benefits: The total policy benefits, PBk, are given by

Bk = Mk + Dk + Sk.

.1.2. Supposed/estimated/approximated liability cash flows
These are the supposed liabilities cash flows, without taking into

ccount the possible surrenders. They are an estimation of the real
iability cashflows.

The supposed liability cash flow for each model point mi at
ime tk, lF

i
(tk), is the quantity that the company must pay to the

olicyholders of mi due to death or maturity. It is given by:

F
i (tk) =

⎧⎪⎨
⎪⎩

nd
i,k

pd if tk < Ti,

na
i,k

if tk = Ti,

0 otherwise.

(6)

e say supposed, because they are fixed (as the number of deaths
an be taken from the company life tables and the maturities are
nown), and we are not computing the stochastic part of the pay-
ents that are given by the surrenders. These fluxes do not depend

n the simulation (scenario). They just depend on tk and the com-
any’s life tables, so the vector is constant for all the scenarios.

Therefore, the supposed liability cash flows of the company, LF
k
,

re given by:

F
k =

∑
mi ∈ P

dklFi (tk). (7)

.1.3. Reserves
The actuarial reserves allow to compute the money we  need at a

iven time tk in order to be able to discharge our future obligations.
he actuarial reserve at month k for the model point mi, vi

k
, is given

y the addition of the discounted supposed future cash flows for
 > k, that is:

i
k =

M∑
j=k+1

djl
F
i (tj), (8)

here lF
i
(tj), j = k + 1, . . .,  M,  is given by:

F
i (tj) =

⎧⎨
⎩

nd
i,j

pd if tj < Ti

na
i,j

if tj = Ti

0 otherwise.
oreover, na
i,j

= na
i,j−1pi and nd

i,j
= nd

i,j−1(1 − pi) are recursively
efined in terms of the survival rate pi introduced in the biometric
odel in the forthcoming Section 4.2.2.
tional Science 24 (2018) 232–254 235

Thus, the total reserves at time tk are the sum of all the reserves
for all the model points:

Vk =
∑
mi ∈ P

vi
k,

with V0 = 0. Moreover, Vk is the amount that the insurer needs at
time k in order to ensure that the obligations associated to the con-
tract can be met. Note that in (8) we use the technical discounts
given by (1).

The variation of reserves at month k is given by �Vk = Vk − Vk−1.

3.1.4. Duration of the liability
Duration is the most commonly used risk measure of an invest-

ment. When we buy a bond, one of the most important elements (in
addition to credit risk, commissions, etc.) is what experts call the
bonds duration. The duration of a bond is a measure of the weighted
average maturity of all flows to be paid by that bond. We  use the
Macaulay duration formula, which in the case of the liabilities is
given by:

LD
k =

1
12

∑max(n,M−k)
i=1 i · di · LF

k−1+i∑max(n,M−k)
i=1 di · LF

k−1+i

, (9)

where LF
k

is given in (7) and the discount factors are given by (1).

3.2. Computations related to the asset

We have to compute the value of the asset portfolio, which
includes a broad category of diversified investment portfolios con-
taining bonds, equities and cash. The value of the asset portfolio,
Av

k
, is given by:

Av
k = Bv

k + Ev
k + Cv

k.

3.2.1. Value of bonds portfolio
The value of the bonds portfolio is given by:

Bv
k = N̄k + ¯̄ck, (10)

where N̄k is the value of the nominal/principal

N̄k =
n∑

i=1

di · Ni, (11)

and ¯̄ck is the value of the coupon

¯̄ck = 1
12

n∑
i=1

d̂i · ci · Ni. (12)

3.2.2. Value of equity
The value of the equity can be recursively obtained by:

Ev
k = Ev

k−1 · (1 + Ep
k
), (13)

where the relative equity profitability:

Ep
k

= Ŝk − Ŝk−1

Ŝk−1

, (14)
can be computed from the simulation of the equity price, Ŝk, based
on the forthcoming equity model (20), which assumes no dividends
associated to the equity investment.
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Table 3
ALM model.

ALM model

Asset models Liability models
36 J.L. Fernández et al. / Journal of Co

.2.3. Financial incomes (revenue, profits or turnover) and value
f the cash

In business, the revenue or turnover is the income that a com-
any receives from its business activities, usually from the sale
f goods and services to customers. The financial revenues (or
ncomes) at month k, Ik, are the incomes that come from the bonds
nvestment, that is

k = Ck + Ak, (15)

here:

Ck denotes the revenues associated to coupon payments at month
k

k =
n∑

i=1

Nici.

Ak denotes the amortization, that is the nominal whose maturity
is in the current month k, that is, Ak = N0.

v
k = Cv

k−1 ·
(

1 +
r1
k−1

12

)
+ Ep

k
+ Ik, (16)

here r1
k−1 is the one month rate at time tk−1 and Ep

k
, Ck and Ak are

he benefits, the coupon revenues of the period and the amortiza-
ion, respectively.

.2.4. Duration of the assets
For the assets duration, AD

k
, we also use the Macaulay duration

ormula, given by:

D
k =

1
12

[∑n
i=0i · Ni · di + ∑n

i=0i · ci · d̂i

]
Bv

k

, (17)

f Bv
k

/= 0, and zero otherwise.

.3. Profit and loss (P&L)

The profit and loss account (P&L) is a primary financial state-
ent that summarizes the revenues, the costs and the expenses

ncurred during a specified period of time. The P&L statement is
lso known as a “statement of profit and loss”, an “income state-
ent” or an “income and expense statement”. The profit or loss

or the period is added to the accumulated profit or loss balance
n the balance sheet. The P&L usually contains two columns, one
or the current accounting period and one for the prior accounting
eriod. The analysis of the P&L results very relevant for accountants
o asses how the company is performing.

The P&L at month k, PLk, is given by:

Lk = �Vk + Ik − (Mk + Dk + Sk),

o that the accumulated value of the P&L at month k, APL
k

, is given
y:

PL
k = APL

k−1 + PLk,

tarting from APL
0 = 0.

. ALM model

As indicated in the introduction, our ALM model can be under-

tood as a fixed mix  model, based on two models (see Table 3): one
or the assets portfolio and another one for the liabilities portfo-
io. Assets and liabilities evolve together in time, interacting each
ther.
Bond interest rate model Policyholder account model
Stock interest rate model Surrender model
Asset allocation model Biometric model

• Asset model: it mainly consists of the models for the evolution of
the interest rates and the assets.

• Liability model: this is the model for the evolution of the liabil-
ities. It includes a model for the policy holder account, for the
surrender and the mortality biometric model.

• Asset allocation model: this model couples the assets with the lia-
bilities, thus fixing their interaction while they evolve in time in
the balance sheet projection. It parameterizes the company strat-
egy for restructuring the assets, buying or selling them depending
on the market conditions, in order to be able to face their obliga-
tions and maintain a fixed asset mix  to obtain profit/benefits.

4.1. Asset models

4.1.1. Bonds interest rates models and equity model
We  pose stochastic models for the interest rates associated to

bonds and the profitability of stocks.
Interest rate model associated to bonds: For the interest rate

associated to bonds several models can be chosen. For example, in
[25] the LIBOR market model has been chosen. In our case, for the
bond dynamics we use the one factor Black and Karasinski (BK)
model (see [26]). This model represents a generalization of the
Hull–White (HW) one, which assumes that the instantaneous short
rate process evolves as the exponential of an Ornstein–Uhlenbeck
process with time dependent coefficients. Therefore, it avoids the
presence of negative interest rates. However, this is not the current
case in some economic regions (EU, for example), so that alterna-
tive models (Vasicek, for example) could be used if negative interest
rates are allowed.

In the BK model we assume that, under the risk-neutral mea-
sure Q,  the logarithm of the instantaneous spot rate, lnr(t), evolves
according to

d ln r(t) = [�(t) − ˛(t) ln(r(t))]dt + �(t)dW(t), (18)

where r(0) = r0. The deterministic terms �(t), ˛(t) and �(t) rep-
resent the mean reversion level, the mean reversion speed and
the instantaneous volatility of logr(t), respectively. The term dW(t)
denotes the increment of a standard Brownian motion under the
risk-neutral measure Q.

If we introduce the long term rate �(t), we can consider:

�(t) = ˛(t) ln �(t) and ˛(t) = �(t)
ln �(t)

,

so that (18) can be written as follows:

d ln r(t) = ˛(t)[ln �(t) − ln r(t)]dt + �(t)dW(t). (19)

In our case, we  consider constant parameters ˛, � and �.
In order to simulate the BK model we use the Euler–Mayurama

discretization scheme for (19), see [27]:

ln r(tk+1) = ln r(tk) +  ̨ · [� − ln r(tk)]�k

+ �
√

�k (� · Y(tk) +
√

1 − �2 · Z(tk)).
Next, by taking exponentials, we  get:

r(tk+1) = exp{ln r(tk) + ˛[� − ln r(tk)]�k

+ �
√

�k (� · Y(tk) +
√

1 − �2 · Z(tk))},
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Table 4
Monthly surrenders in terms of non-surrender rates associated to maturities and
differences between the benefits of the insurance portfolio and the interest rates in
the  market.

Maturities threshold

Im
1 Im

2 Im
3

Prof. threshold It
1 qs

11 qs
12 qs

13
It
2 qs

21 qs
22 qs

23
It
3 qs

31 qs
32 qs

33

Table 5
Life table generation.

Month/age a1 a2 a3 . . .
J.L. Fernández et al. / Journal of Com

here � denotes the instantaneous correlation between the inter-
st rate and the economy, while Y and Z are independent N(0,  1).

Equity model: In order to model the evolution of the
quity/stock price we assume that the stock price process, S(t), fol-
ows a Geometric Brownian Motion. We  use “hats” for the variables
nd the parameters of the equity model. Therefore, the process
Ŝ(t)), t ∈ R+ satisfies:

Ŝ(t) = �̂Ŝ(t)dt + �̂Ŝ(t)dŴ(t),

here the volatility �̂ > 0 and the drift �̂ ∈ R  are constant param-
ters, while dŴ(t) denotes the increment of a standard Brownian
otion.
The log-Euler discretization of the stock model reads as follows:

ˆ(tk) = Ŝ(tk−1) · exp{ �̂ · �k +
√

�i · �̂ · ( �̂ · Y +
√

1 − �̂2 · Ẑ)}, (20)

here �̂ is the correlation between the asset and the economy,
hile Y and Ẑ are independent N(0,  1).

.1.2. Shareholders benefits
We also have a model for the company’s shareholders bene-

ts. At the beginning of each period we take a fixed percentage of
he benefits from the cash account that is distributed among the
ompany shareholders.

.2. Liability model

In order to compute the projected cash outflows of the liabilities,
e note that some of these values are known on beforehand, as

hey do not depend on stochastic economic variables (for example,
he final payments due to the maturity of the policies). Others are
tochastic and depend on the evolution of the market or on the
tochastic behavior of policyholders biometry.

.2.1. Policyholder saving account model
As we are considering with-profit life insurance policies, we

ave to model how the policyholder participates in the benefits
f the company and incorporates this participation in the policy-
older account. The annualized profitability, Ap

k
, of the company

sset portfolio at month k can be computed as follows:

p
k

= 12 ·
(

Âv
k

Av
k−1

− 1

)
. (21)

Note that Âv
k

is the asset value before the dynamic asset alloca-
ion and we assume positive benefits.

Following [13], the policyholder account earns an interest rate
hich is the maximum of the technical interest rate, r̂,  and a frac-

ion  ̨ of the annual return on the insurer’s investment portfolio.
ore precisely, the policyholder account, Pk, is updated at time tk

ccording to the formula:

k = Pk−1(1 + max(r̂,  ̨ Ap
k
))

1/12
. (22)

.2.2. Surrender model
We have a model for the surrender of the policy before maturity.

ore precisely, we consider the possibility that some policyholders
hoose to surrender the policy before maturity. For example, this
appens if the rates in the market are higher enough than the earn-

ngs offered by the policy at some moment. So, the surrender model
s parameterized considering the difference between the earnings

iven by the insurance company and the return of risk free bonds
t the market (for surrender modeling see, for example, [17,28]).

Thus, in order to compute the percentage of the policy own-
rs that surrender their policy, we compare the current interest
k l1
k

l2
k

l3
k

. . .
k  + 1 p1l1

k
p2l2

k
p3l3

k
. . .

rates with the earnings offered by the insurance company. Thus,
we introduce �rk as:

�rk = max(Ap
k

− r̄k, 0),  (23)

where r̄k is an averaged interest rate obtained from the BK model
(see Section 5.1) and Ap

k
is given by (21).

In Table 4, It
i

represents the threshold interval i, and qs
ij

denotes
the non-surrender rate of the interval i for the maturity interval j.
In our example, It

1 = [0,  3%], It
2 = [3%, 9%] and It

3 = [9%, +∞].
Therefore, if the difference between the earnings of the policy

and the average interest rate falls in the threshold interval It
i
, then

qs
ij

denotes the percentage of non-surrender policies associated to
the maturity interval Im

j
.

4.2.3. Biometric model (life tables)
The biometric model is required to compute the benefit that

the company must pay in case of death of the policyholder before
maturity.

Given the biometric model, we obtain the life tables (see Table 5)
by introducing li

k
as the percentage of the initial nominal of the

model point i that stays alive until time k, which is computed by
the recursive formula

lik+1 = pi · lik,

where pi is a constant survival rate which depends on the bucket
ai and li0 = 100%.

Conversely, the death table can be computed from the life table
as follows

di
k = lik−1 − lik.

In our case, the survival rates, pi, are constant for each age (for
more complex life models see [25]).

4.3. Dynamic asset allocation model

As previously indicated, the assets portfolio is not constant in
time, its composition can evolve according to the investment strat-
egy of the company and how much conservative the composition of
the investment portfolio is. Thus, the asset portfolio is restructured
by reinvesting the incomes according to a pre-specified investment
strategy that decides, depending on the economic situation of the
company, whether to buy or sell assets, and which kind of assets
(bonds, equities, etc.) must be sold or bought.

This investment strategy can be parameterized and provides an

input for the ALM model. So, at each time step (usually a month), we
must rebalance the asset portfolio to ensure that there is enough
money to meet the obligations with the policyholders and the com-
pany’s shareholders, and to maintain the target asset position. This
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Table 6
Coupons, discount factors and sum of discount factors at time tk .

Nominal Nk,0 Nk,1 Nk,2 . . . Nk,n−1 Nk,n

Coupon ck,0 ck,1 ck,2 . . . ck,n−1 ck,n

Discount curve dk,0 dk,1 dk,2 . . . dk,n−1 dk,n

Sum of discounts d̂k,0 d̂k,1 d̂k,2 . . . d̂k,n−1 d̂k,n
38 J.L. Fernández et al. / Journal of Co

arget asset mix  is given by a certain proportion of stocks and
onds in the asset portfolio. More precisely, let pc, pe and pf be the
espective target percentages of cash, equity and bonds in the asset
ortfolio. The main part of the investment must be done in bonds,
o that pc and pe must be small while pf is close to one. For instance,
he values of pc, pe and pf could be 10%, 5% and 85%, respectively.

The asset mix  depends on the financial objectives and on the
arket conditions. The asset mix  also determines the portfolio

eturns because equities and bonds perform differently over time.
o, our asset allocation model can be understood as an automated
nvestment strategy to be followed by the company at each time
tep. In order to rebalance our asset portfolio we make the following
teps:

.3.1. Evaluation of the bonds position with respect to the target
sset portfolio

First, we compute the difference between our target bonds posi-
ion, B̂k, and the position at time k:

B
k

= B̂k − Bk,

here B̂k = Av
k
· pf , with Av

k
being the value of the asset portfolio (see

ection 3.2).

.3.2. Computation of the gap between the durations of assets
nd liabilities

In order to build the asset investment strategy, we need to com-
are the duration of the assets (17) and the duration of the liabilities
9). The gap between both durations is:

k = AD
k − LD

k .

.3.3. Decision of the reinvestment strategy
Taking into account the values of B�

k
and Gk we build the asset

llocation strategy which is detailed in Section 5.3. The main points
re:

. If B�
k

< 0, we have more liability than asset and we  need to sell
bonds to meet our obligations, until we balance both the asset
and the liability portfolios. We  have to decide the duration of the
bonds we have to sell.

. If B�
k

> 0, we have surplus, so that we can buy bonds. Again,
depending on the gap between durations we decide the maturity
of the bonds to buy (with shorter or longer maturities).

In Section 5.3 we specify a practical example of this model.

. Numerical method: MC  balance sheet projection

So far, we have shown how to compute the balance sheet of
n insurance company, at only one given time step. Thus, only the
sual actuarial calculus to compute the balance for the books of the
nterprise has been described. As everything was assumed to be
nown at that time, no simulations were needed.

Next, we are going to start simulating (predicting the future)
he balance sheet evolution for the economic scenarios in time [T0,
]; this is the so called projection of the balance sheet. These eco-
omic scenarios are given by the evolution of several economic
ariables, like bonds interest rates or assets values, for example,
long a certain time interval [T0, T]. Thus, we can create the fea-
ible economic scenarios by taking into account all the previously

escribed biometric, interest rates and asset models.

The increase in the computational power, mainly due to new
ardware architectures like GPUs, makes feasible the computa-
ion of more accurate approximations of the portfolio evolution by
means of models of increasing complexity in a huge number of sce-
narios. In our case, the numerical method to compute the projected
balance sheet of the company is based on a Monte Carlo frame-
work (see [29]). We  generate (hundreds of) thousands of economic
scenarios to simulate the evolution of stochastic interest rates and
stock prices. These scenarios are defined in the time interval [T0,
T], which is divided into N monthly spaced subintervals {[tk, tk+1],
k = 0, . . .,  M − 1}, with t0 = T0 and tM = T.

In this simulation setting, note that Table 6 varies at each time
step. Indeed, bonds evolve in time according to the scenario evo-
lution: not only the nominal changes, because when doing asset
allocation we can buy or sell bonds, but also the coupons curve and
the discount factors. More precisely, we  obtain a different discount
factor curve for each time step, that is given by the interest rate
model.

In order to compute the projection of the balance sheet we must
make all the previous computations at times k and, depending on
the situation of the company, we  must restructure the asset port-
folio. Let us assume that we already know all the positions of the
portfolios at the beginning of month tk of a given scenario. In order
to advance from time tk to time tk+1 we must perform the following
steps (Fig. 1):

• Firstly, all the zero coupon (and discount) curves, and asset values
are computed following the corresponding stochastic models.

• Secondly, in order to know the situation of the company to obtain
the balance, we must compute the balance sheet. This includes
computing all the variables studied in Section 3.

• Once we  understand the current situation of our portfolio, we  can
decide whether to buy or sell bonds if needed. So, the third step
is to apply our asset allocation model.

• Finally, we advance to the next time step tk+1.

In the following subsections we  detail the process. For this pur-
pose, let us assume that we are in a fixed scenario, and we  know
the position (the value of all the portfolios) of the company at time
tk−1 and we  want to advance to time tk.

5.1. Scenario generation

In order to obtain each scenario, first we apply the models to
compute the interests rates at time tk. At each step k, we simu-
late three interest rates by using BK model for the maturities 5, 10
and 20 years. For this purpose, for each maturity a set of particular
parameters (˛, �, � and r0) in the BK model is chosen. The average
of these rates provides the averaged rate r̄k used in (23). Moreover,
the interest rates for the other maturities are obtained by using
a piecewise linear interpolation. In this way, we obtain the zero
coupon curve at time tk which clearly depends on k. By using these
interest rates, we  compute the discount curve at time tk. The value
of the discount at each month and the sum of discounts at month

k are given by (1) and (2), respectively. These values are displayed
in Table 6.
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Fig. 1. ALM flowchart per scenario.
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5.2. Balance sheet computation (before rebalance/asset
allocation)

Essentially, we  need to obtain a picture of the company situa-
tion, by computing the value of the assets and liabilities and their
durations. These are the parameters to be used to take decisions in
order to rebalance our assets. We  will supply these values to the
asset allocation model.

1. We have to compute the value of the asset, that is:
• The discounted value of the bonds portfolio, that is given by

addition of the market value of the principals and the market
value of coupons (10).

• The equity value, given by (13) and by the equity’s profitability
(14).

• The cash account value, given by (16).
• The financial incomes, that is, the addition of coupons and

amortization (see (15)).
2. We have to compute the value of the liability, that is:

• Maturity payments (see (3)).
• Surrender payments: to compute these payments we  apply our

surrender model (see (5)).
• Death payments: to compute these payments we  apply our

biometric model (see (4)).
3. Finally, we compute the durations of both the asset and the lia-

bilities.

5.3. Asset allocation (asset rebalance)

So, once that we have the whole “picture” of the economic situ-
ation of the company provided by the balance sheet (and which is
mainly given by the values and durations of assets and liabilities),
we can take decisions to rebalance our asset portfolio in order to
satisfy our target investment strategy. So, we detail the main ideas
in Section 4.3.

Although the strategy can be easily modified, in the numerical
examples we  choose the following:

1. Note that if B�
k

< 0, we have to sell bonds. Moreover, if
|�Bk| < |B�

k
| then the company has entered bankruptcy (default),

because it needs to sell more asset than it owns in order to meet
the insurance company obligations.

In other case, we  sell bonds depending on the gap of durations
between the asset and the liability. In order to decide if we sell
bonds of short or long maturities, we  have to compute the differ-
ence

�Bv
k = Bv

k − Bv
k,0,

where Bv
k

is given by (10) and Bv
k,0 is the value of the bonds whose

maturity is today, i.e.:

Bv
k,0 = N0 · d0 + 1

12
c0 · d̂0 · N0. (24)

Note that here the subindex 0 refers to the current time tk.

• If Gk < 0, the duration of the liabilities is greater than the duration
of the asset, so we  must short sell bonds. To achieve that, we
travel the bonds portfolio, starting in the beginning and we search
for the first nonzero nominal (it cannot be the nominal of time
zero, because it corresponds to the bonds that will be amortized

today). We  travel the bonds portfolio onwards and we sell all the
bonds until we balance both the asset and the liability portfolios.
The nominal that we  must maintain in the corresponding bond
is given by:
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Table 7
ALM actuarial outputs.

Market value Before rebalance Portfolio value
Bonds value
Cash value
Equity value

After rebalance Portfolio value
Bonds value
Cash value
Equity value

Liability value

Cash flows Bonds Buy/sell bonds
Coupons
Amortizations

Equity Buy/sell equities
Liabilities Maturity payments

Death payments
Surrender payments

Profit and loss (P&L) Reserves variation
Variation of market value of bonds
Variation of market value of equity
40 J.L. Fernández et al. / Journal of Co

k =
Bv

k,0 + �Bv
k
· Nk

Bv
k,0

,

here:

Bv
k = �

B
k

+
p∑

j=1

Bv
k,j,

he index p being the first one such that B�
k

+ ∑p
j=1Bv

k,j
> |B�

k
|.

If Gk > 0, the duration of the liabilities is shorter than needed, so
that we must sell bonds in the long term. In order to accomplish
this, we travel the bonds portfolio in the opposite direction (back-
wards), that is, we travel the portfolio backwards and we  sell
bonds until we balance both the asset and liability portfolios. In
this case, the nominal that we must maintain in the correspond-
ing bond is given by:

k =
Bv

k,0 + �Bv
k
· Nk

Bv
k,0

,

here:

Bv
k = �

B
k

+
p∑

j=1

Bv
k,j,

he index p being the first one such that:

Bv
k +

p∑
j=1

Bv
k,j > |�B

k
|.

2. If B�
k

> 0, we have to buy bonds. More precisely:

If Gk < −5 then the duration of the liability is longer, and thus we
need more duration in the asset, so we must buy bonds with 10
years maturity. The value of the nominal of the bond that we must
buy is B�

k
.

If Gk > −2 then the duration of the liabilities is shorter than the
one of the asset, so we need less duration on the asset and there-
fore we need to buy bonds with maturity 1 year. In this case, the
nominal of the bond to be bought is B�

k
.

If −5 < Gk < −2 then we buy bonds with maturity 5 years. The
nominal of the bond to be bought is B�

k
.

.4. Outputs of the simulation

A series of results need to be stored in vectors due to its partic-
lar importance for actuaries to understand what has happened to
he company along each scenario. Thus, at each time step, we allow
o store a bunch of vector results, that can be grouped into: Market
alue results, Liabilities, Cash flows and the P&L of the company

see Table 7). These results provide a whole vision of the company
volution on each scenario. We  also compute statistical measures
or each of those variables, such as the best and worst scenarios for
ach variable, and certain quantile (that can be selected by the user
f the software library).

. Implementation details
Computing the balance sheet of the company at all times for
ach scenario can be a quite demanding computational task, that
an take even a day or more, mainly depending on the number
f policies, the number of scenarios, the temporal duration of the
Financial incomes
Benefits

forecast and the number of time steps per each scenario There-
fore, the model has been parallelized in multi CPU clusters using
OpenMP and also in heterogeneous systems, more precisely using
GPUs. Thus, the code has been parallelized both in Multi-CPU and
GPUs.

6.1. GPUs

GPUs are similar to vector machines (with SIMD paradigm: Sin-
gle instruction -kernel- applied to multiple data) and offer a double
advantage:

1. Execution parallelism. A GPU is a Many-core architecture with
a huge number of computing cores (up to 2880 in current Nvidia
Kepler architecture, size 2012, for example, in the Nvidia GTX
Titan Black). GPUs follow a SIMD paradigm: the GPU can execute
a program (kernel) in a lot of computing threads at a time.

2. Parallel memory access.  GPUs are able to fetch many data in a
single cycle from RAM memory: 336 GB/sec in a GTX Titan Black.

The here presented GPU implementation has been developed for
Nvidia GPUs by using the CUDA API. As a physical layout, NVIDIA
GPUs are organized as Streaming Multiprocessors (SM) with simple
scalar processors (SP) on a chip. The SMs  access device memory as
a shared resource, although it can be considered as independent,
even if grouped in Texture Processor Clusters (TCP).

Unlike the SIMD execution model (Single Instruction, Multi-
ple Data) used for general data-parallel programming, the NVIDIA
model is SIMT (Single Instruction, Multiple Threads): the code exe-
cution unit is called a kernel and is executed simultaneously on
all SMs  by independent blocks of threads; each thread is assigned
to a single processor and executes within its own execution envi-
ronment (instruction address and register state), but they run the
same instruction at a time. In order to efficiently execute hundreds
of threads in parallel, the SM is hardware multi threaded. The SM
also implements the CUDA syncthreads() synchronization barrier
with a single instruction. Once a block has its threads assigned to
a SM,  it is further divided by the SIMT multi threaded instruction
unit into 32-threads units called warps. Each SM manages a pool of

up to 32 warps, although only one of these warps will be actually
executed by the hardware at any time instant.

In order to support computing and C/C++ language needs, the SM
implements memory load/store instructions in addition to graphics
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Table 8
Some of the global vectors, reserved at the GPU global RAM memory at the beginning
of  the calculus.

Global vectors
Nominal
Coupon
Discount
Sum of discounts
Period Interest
Asset Duration
Payments
Liability Duration
Liability Cash Flow
RF Value Before
RF Value After
Equity Before
Equity After
J.L. Fernández et al. / Journal of Com

exture fetch and pixel output. During the kernel execution, the
oad/store instructions access three read/write memory spaces:

local memory: per-thread, private, for temporary data (imple-
mented in external DRAM);
shared memory: for low-latency access to data shared by coop-
erating threads in the same SM (implemented on chip);
global memory: for data shared by all threads of a computing
application (implemented in external DRAM).

In addition to these memories, each SM contains an important
umber of registers to be used to store instruction operands.

There is an API for programming Nvidia GPUs called CUDA (Com-
ute Unified Device Architecture) [30], which mainly consists of:
ome drivers for the graphics card, a compiler and a language,
hat is basically a set of extensions for the C/C++ language, that
llows to control the GPU (the memory transfer operations, the
ork assignment to the processors and the processors/threads syn-

hronization).
CUDA provides all the means of a parallel programming model

ith the particularity of two types of shared memory: the on-chip
hared memory that can be shared by threads of a block executing
n a SM and the global memory that is independently accessed by
he blocks running on the GPU.

Due to these execution model and memory hierarchy, GPUs
upport two levels of parallelism:

An outer fully-parallel loop level that is supported at the grid level
with no synchronization. Thread blocks in a grid are required to
be executed independently. It must be possible to execute them
in any order, in parallel or in series. This independence require-
ment allows thread blocks to be scheduled in any order across any
number of cores, thus enabling programmers to write a scalable
code.
An inner synchronous loop level at the level of thread blocks,
where all threads within a block can cooperate and synchronize.

The memory of the GPU (device memory) is completely sep-
rated from the host memory and all transfers between the two
emories need to be instructed explicitly by the programmer and
ust be carefully designed because of the memory bandwidth and

atency characteristics.
Inside the device, threads are able to access data from multiple

emory spaces. As previously presented, each thread block has a
hared memory visible to all threads of the block and with the same
ifetime as the block. All threads from any grid have access to the
ame global memory, which is persistent across kernel launches by
he same application. Each transfer between these memory spaces

ust be also explicitly managed. Transferring data between differ-
nt types of memory inside the device is also important because
f different access patterns and the specific size and latency of the
emory.

.2. C++ OO implementation on multi-CPUs and GPUs

The whole code, both the C++ sequential code, the parallel
penMP and the GPU implementations have been built from

cratch. In this way, their performances can be compared as they
re exactly the same code, excluding the parallel techniques intro-
uced in the parallel versions.
The C++ CUDA code contains around 20,000 lines of code includ-
ing suitable helper functions: for management like reading model
parameters, reading input data (initial asset and liability portfo-
lios), writing the results and post processing in terms of statistical
Cash Before
Cash After

measures. In this paper we only focus on discussing the comput-
ing aspects.

• It is a multi platform library. It can be built as a dynamic library
available for Unix/Linux and Windows (Windows dll, Dynamic-
link library) that can be integrated in a web application by using
the.NET framework, for example.

• The library is fully object oriented, both in the CPU and in the GPU
codes. All the objects for the simulation are created in the CPU,
and in the GPU when the simulation is performed in the GPU.
They are the same objects and share most of their attributes and
methods. When computing in the GPU, the CPU and GPU objects
are mirrored so that it is easy to return the computed values in
the GPU to their corresponding mirrored object in the CPU.

• In the library, we try to avoid repeating code when possible. Thus,
we make extensive use of host-device functions (pieces of code
that are shared between CPU and GPU). Note that in most of the
code snippets shown in the paper, the methods are preceded by a

(these methods) are common for both objects
regardless they are instantiated in the CPU or in the GPU. Thus
the code has only be written once. This is a key feature for code
management, maintenance, and reusability, quality and mainte-
nance because in this way we have not to rewrite a function for
OpenMP in the CPU and for CUDA for the GPU.

• Extensive use of Thrust.
• “On the fly” random number generation. Currently using Curand

(L’Ecuyer’s MRG32k3a).

Note that the code snippets included in this paper are not the
exact copies of the code: many details have been omitted for the
clarity of the explanation and confidentiality agreements. Only the
main characteristics of the code are retained.

All the code is object oriented and is written in a bunch of C++
classes, the main ones will be presented in the following sections.

6.2.1. Parallel implementation
In the parallel implementation each economic scenario corre-

sponds with a computing thread, see Fig. 2. At each thread we
compute the whole balance sheet projection for the corresponding
scenario. Thus, the code for the balance sheet projection is defined
in a kernel function with the keyword , see Listing 1 .
Inside this kernel, several device functions are called, as we will
see in the forthcoming subsections.

Most of the required pointers are stored in the global memory of

the device (GPU). A summary of the used vectors is given in Table 8.
In the GPU all these vectors are accessed in a coalesced way. For
example, the value of the nominal at time i and scenario j is stored in
the position index(i,j,NS) of the device vector nominal, with NS



242 J.L. Fernández et al. / Journal of Computational Science 24 (2018) 232–254

Fig. 2. GPU parallel implementation flowchart.

Table 9
Age and nominals of the model points in the liabilities portfolio. The set of maturities
is  {i, i = 1, . . .,  29}.

Age Nominal for maturity i

30 1250
31 1375
32 1500
35 1625
38 1750
39 1814
40 1875
42 1938

b
i

6

L

Table 10
Target asset mix.

Cash Equity Bonds

0.1 0.2 0.7

Table 11
Parameters of the interest rates model for 1, 10 and 20 years.

� � � r0

1 0.2 0.2 0.04 0.02
45 1975

eing the number of scenarios and where the value of the position
s given by i * NS + j, see Listing 2 .
.2.2. Asset class
This class includes the following attributes and methods (see

isting 3 ).
10  0.25 0.2 0.1 008
20  0.25 0.2 0.12 0.09

Attributes:  The asset portfolio, with the bonds and equity struc-
tures/objects. This class consists, mainly, of four tables (pointers):
one for the bonds nominal, one for the coupons, one for the dis-
counts and one for the sum of discounts.
We use a circular/cyclic structure for storing the bonds tables
(including coupon, rates, discounts and sum of discounts). We  keep
a pointer that advances to the right. New bonds enter at the begin-
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Table  12
Parameters of the equity model.

Volatility Drift Correlation Initial condition

0.4 0.06 0.5 1

Table 13
Speed-up results.

1 CPU 2 CPU 4 CPU 8 CPU GPU

n
n
f
s

t
l

a
5

b
m

t

6

l
c
f

p

p
r

T
[

T
[

Time 1432m90s 732m68s 362m76s 108m92s 23m38s
Speedup 1 1.98 3.95 7.92 61.27

ing of the table, so that we avoid copying the structure for each
ew time step or having a over dimensioned table with length M + n

or each scenario, which would be inefficient for the parallel GPU
imulation.

Methods: One method for each of the calculus presented in Sec-
ion 3.2, as well as one method for each of the models related to the
iabilities.

In Listing 4 we show the code for computing the interest rates
rray at each time by using the three simulated interest rates (with
, 10 and 20 years period) and a piecewise linear interpolation.

In Listing 5 we show the code for computing the value of the
onds portfolio using Eq. (10), where the value of the bonds with
aturity i is computed using Listing 6 (see Eq. (24)).
Most of the functions are device and host functions, so most of

he code is shared between the CPU and GPU classes.

.2.3. Liability class
We  have a liability class, see Listing 7 . This class includes the

iability portfolios, as well as the management of all the models and
omputations related to liabilities. Therefore, this class includes the
ollowing attributes and methods.

Attributes: The liabilities portfolio, with all the policies. The

olicies are grouped in a structure containing all the model points.

Methods: This class contains one method for each of the calculus
resented in Section 3.1, as well as one method for each of models
elated to the asset.

able 14
{(Listing 1)}] Kernel for the balance sheet projection.

able 15
{(Listing 2)}] Macro for the coalesced memory access.
tional Science 24 (2018) 232–254 243

In Listing 8 we  show the code of the method for computing the
surrender rate with the Surrender Model described in Section 4.2.2.

At the beginning of each time step, t k, the zero coupon discount
curve is recomputed in the ALM kernel by using the function in
Listing 9 . At a later step, the reserves are computed by calling the
function Reserves AllMP.

The reserves for all model points are computed by the function
of Listing 10 . This function performs a loop for all the model points,
and for each model point the function of Listing 11 is called.

In Listing 11 we show the function that computes the reserves
per model point at each time t k, as well as the liability fluxes from
time t k to the end, at each time step t k. In order to compute the
market value of the reserves we  need to use the zero coupon curve.
Note that computing the reserves for each model point requires
performing the time loop from t k to the end. If the interest rate
were constant, we  can precompute a table with all the required
values before launching the computing kernel.

In Listing 12 we show part of the time loop kernel, with the calls
to the previous functions.

6.2.4. ALM class
This class models our company, and thus includes both the

assets portfolio and the liabilities portfolios (Listing 13 ).
Attributes:  This is the main class. Among others, an ALM object

of the ALM class contains two  objects: one from the Asset class and
one from the Liability class.

Methods: Among the methods of this class, we have one method
for computing the balance sheet projection, see Listing 1. This
method performs the Monte Carlo simulation. In our case, we
distribute all the scenarios among the GPU cores. This function
corresponds to our CUDA kernel, as we can see in the

This kernel is called when we  invoke the compute() method of
the ALM class. Inside this method we decide whether to call this
kernel or a CPU OpenMP kernel, depending on whether the user

has chosen to make the computation in GPU or in CPU. This option
is stored in the attribute compute device of the ALM class.

In Listing 14 the code for computing the bonds value is shown. In
order to save computation time, we  compute in the same function
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Table 16
[{(Listing 3)}] Asset class with its main attributes and methods.

Table 17
[{(Listing 4)}] Device function for bonds rates linear interpolation.

t
t

T
b

he duration of the liability and the interest rate for the present
ime period.

In Listing 15 we show the code for computing the asset duration.

his is done after calling the method for computing the value of
onds and the profits.
7. Numerical results

In this section we  show the numerical results and the per-

formance of the parallel implementations by using OpenMP for
Multi-CPU and CUDA for GPUs.
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Table  18
[{(Listing 5)}] Bonds value host-device code. Bv is the value of all bonds at the actual time k and bvi is the value of one bond with maturity i.

Table 19
[{(Listing 6)}] Value of a bond with maturity i, bvi.

Table 20
[{(Listing 7)}] Liability class with its main attributes and methods.

7

a

.1. Test example

In our test example the parameters of the ALM simulation
re the following. For the asset portfolio we start with an empty
bonds portfolio, no equity and 6.5 × 108 cash. Before starting the
simulation, we invoke the asset allocation procedure in order to
automatically fill the bonds portfolio. The liability portfolio is given
by Table 9. More precisely, the first column of Table 9 contains the
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Table 21
[{(Listing 8)}] surrender rate method.

a
t
s
y

n
o
i

i
a

t

ges of the policyholders in the model point and the second one
he total nominal of their policies for each maturity. The nominal
tructure is the same for all maturities, which range from 1 to 29
ears.

Furthermore, Table 9 is repeated forty times, so that the total
umber of model points in the simulation is 10440 (although some
f them are repeated, each one is treated as a different model point
n the simulation).

The asset allocation strategy is given by Table 10, the parameters
n the BK model are in Table 11 and those ones for the equity model

re in Table 12.

The time horizon of the simulation is 30 years (360 months) and
he maximum duration of bonds that can be bought is 20 years. The
number of scenarios is 100,000 with 360 time steps per scenario. In
the following test we  consider  ̨ = 0.3 and the guaranteed technical
interest rate r̂ = 0.03.

According to [1] we consider three sample products:

• p0: pure savings account without death benefit and no surrender
possibility.

• p1: a endowment insurance with death benefit.

• p2: a endowment insurance with death benefit and surrender

option with no surrender fee.
• p3: a endowment insurance with death benefit and surrender

option with 10% surrender fee.
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Table  22
[{(Listing 9)}] Zero coupon bond curve interpolation.

F
p

m
d
o

m
t
o

t
i
A
d

j
e
d

ig. 3. Average evolution with time of the actuarial reserves for the products p0, p1,
2, p3.

In Fig. 3 we show the expectation of the reserves value at each
onth, E(Vk). As we can see in Fig. 3, the value of the reserves

ecreases when we introduce the death benefit and the surrender
ption.

In Fig. 4 we show the expectation of the asset value at each
onth, E(Av

k
). Note that the asset value increases when increasing

he surrender fee. In the absence of death benefits and surrender
ption the asset value is higher.

In Fig. 5 we show the probability of default in the company for
he products p0, p1, p2 and p3. As expected, the default probabil-
ty increases with the presence of death benefits and surrenders.
lso, if we increase the surrender fee then the default probability
ecreases.

In Fig. 6 we show the accumulated value of the P&L. The small

umps appearing at certain dates are due to the choice of a toy
xample where bond maturities are concentrated at those specific
ates.
Fig. 4. Evolution with time of the average value of the asset portfolio for the products
p0, p1, p2, p3.

In Fig. 7 we  show the results for the product p3 when considering
different values for ˛,  ̨ ∈ {0.25, 0.3, 0.35, 0.4}, for the participation
in benefits. As expected, the profit decreases when increasing the
value of ˛, and the default probability increases with ˛.

7.2. Performance results

The hardware test platform is a dual Quad-Core Xeon E5530
server with 16 GB of RAM and two Nvidia GTX Titan Black GPUs,
with 6 GB of RAM.

In Table 13 we show the execution times and speedups for the
Multi-CPU and the GPU implementations. Note that the speedup is
given by:
Speedup = time using 1 CPU
computing time
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Table 23
[{(Listing 10)}] Reserves for all model points.

Fig. 5. Evolution with time of the default probabilities for the products p0, p1, p2,
p3.

Fig. 6. Evolution with time of the average accumulated P&L for the products p0, p1,
p2, p3.
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Table  24
[{(Listing11)}] Reserves per model point.

Table 25
[{(Listing 12)}] Time loop kernel.

8

p
m

C
f
p

. Conclusions

In this work we have developed an efficient GPU and multiCPU
arallel implementation of a stochastic asset liability management
odel for a (with-profit) Life Insurance Company.

The library has been developed in an object oriented way  using

++ and CUDA, for the Nvidia GPUs version, and using OpenMP
or the Multi-CPU version. The most usual characteristics of a with
rofit life insurance policy have been considered, like interest rate
guarantee with cliquet option style, mortality benefits, surrender
option with surrender fee, bonds investment, etc. In this ALM model
the evolution of the assets and liabilities portfolios are coupled
through an asset allocation model. As particularly illustrated in
Fig. 3, we  notice the effects of the surrender and the surrender

fee in the reserves, which are overestimated if surrender is not
considered.

We have obtained a rather good speedup. Furthermore, GPUs
are more power efficient than CPUs, in the sense that they require
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Table 26
[{(Listing 13)}] ALM class with its asset and liabilities objects, and its main methods.

m
w
i
r
a
i
C
c
m
l
U

p
f
P
t
i

t
p
w
fi

uch less Watts per Gigaflop, and we can also use a cluster of GPUs,
hat increases our computational power. All the implementation

s Object Oriented and has been carried out in C++, so GPUs allow a
eusable code development, which is of key importance for the scal-
bility of the library to more complex business models. The more
mportant ALM commercial libraries for insurance are also fully
++ object oriented. Furthermore, most of the multi-CPU and GPU
ode is shared, between both versions, which reduces the develop-
ent time and the possibility of introducing errors in the code. The

ibrary is multi-platform and has been tested both in Windows and
nix/Linux environments.

From previous paragraphs, we can conclude that GPUs have
roved to be clearly a more efficient tool than conventional CPUs
or the implementation of ALM models for insurance companies.
articularly, if we scale the speed up results in Table 13 then compu-
ations that would require two months in 1 CPU can be performed
n one day in a GPU.

Although the ALM model has been chosen complex enough

o illustrate the advantages of the GPUs implementation, several
ending economic aspects to be closer to a fully realistic model
ill be considered by the authors in a forthcoming research. The
rst one, already pointed in the article, concerns to the implemen-
tation in GPUs of the stochastic programming approach in order to
optimize the asset portfolio. Note that in [22] an example of ALM
parallelization with an old PVM protocol has been addressed. The
second main issue is related to the treatment when the insurance
company enters into default. Although in our examples, the prob-
ability of default is very small, the strategy in case of default is
not properly addressed. In [13], the authors propose that if default
occurs the assets are paid out to policyholders, who probably will
invest them in a saving account.
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Table  27
[{(Listing 14)}] Value of bonds method.
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Fig. 7. Results for the product p3 with different values of ˛: ˛ = 0.25, ˛ = 0.3, ˛ = 0.35, ˛ = 0.4.
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Table  28
[{(Listing 15)}] Asset duration.

R
eferences

[1] T. Gerstner, M.  Griebel, M.  Holtz, R. Goschnick, M.  Haep, A general
asset-liability management model for the efficient simulation of portfolios of

life insurance policies, Insur. Math. Econ. 42 (2008) 704–716.

[2] L. Ballotta, S. Haberman, N. Wang, Guarantees in with-profit and unitized
with-profit life insurance contracts: fair valuation problem in presence of the
default option, Insur. Math. Econ. 73 (2006) 97–121.
[3] D. Bauer, R. Kiesel, A. Kling, J. Rub, Risk neutral valuation of participating life
insurance contracts, Insur. Math. Econ. 39 (2005) 171–183.

[4] P. Hieber, R. Korn, M.  Scherer, Analyzing the effect of low interest rates on the
surplus participation of life insurance policies with different annual interest

rate guarantees, Eur. Actuar. J. (2015) 1–18, http://dx.doi.org/10.1007/
s13385-014-0102-3.

[5] B. Jensen, P. Jørgensen, A. Grosen, A finite difference approach to the valuation
of  path dependent life insurance liabilities, Geneva Pap. Risk Insur. Theory 26
(2001) 57–84.

http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0005
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0010
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0015
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0015
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0015
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0015
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0015
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0015
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0015
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0015
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0015
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0015
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0015
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0015
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0015
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0015
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0015
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0015
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0015
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0015
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0015
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0015
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0015
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0015
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0015
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0015
dx.doi.org/10.1007/s13385-014-0102-3
dx.doi.org/10.1007/s13385-014-0102-3
dx.doi.org/10.1007/s13385-014-0102-3
dx.doi.org/10.1007/s13385-014-0102-3
dx.doi.org/10.1007/s13385-014-0102-3
dx.doi.org/10.1007/s13385-014-0102-3
dx.doi.org/10.1007/s13385-014-0102-3
dx.doi.org/10.1007/s13385-014-0102-3
dx.doi.org/10.1007/s13385-014-0102-3
dx.doi.org/10.1007/s13385-014-0102-3
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0025


2 mputa

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[
[

[

[

[

[
[

t
s
c
t
n
h
o

congress communications. He has advised 11 Ph.D. defended thesis. He currently
belongs to editorial boards of 7 international scientific journals. He is also main
researcher of the group “Models and numerical methods in engineering and applied
sciences”, M2NICA, and affiliated researcher of Technological Institute for Industrial
Mathematics, ITMATI.
54 J.L. Fernández et al. / Journal of Co

[6] K. Miltersen, S. Persson, Guaranteed investment contracts: distributed and
undistributed excess returns, Scand. Actuar. J. 23 (2003) 257–279.

[7] T. Møller, M. Steffensen, Market-valuation Methods in Life and Pension
Insurance, Cambridge University Press, 2007.

[8] A. Tanskanen, J. Lukkarinen, Fair valuation of path-dependent participating
life  insurance contracts, Math. Econ. 33 (2004) 595–609.

[9] T. Gerstner, M.  Griebel, M.  Holtz, Efficient deterministic numerical simulation
of  stochastic asset-liability management models in life insurance, Insur. Math.
Econ. 44 (2009) 434–446.

10] M. Milevsky, T. Salisbury, Financial valuation of guaranteed minimum
withdrawal benefits, Insur. Math. Econ. 38 (2006) 21–38.

11] A. Sandström, Handbook of Solvency for Actuaries and Risk Managers: Theory
and Practice, Chapman and Hall/CRC, 2010.

12] M.V. Wuthrich, M.  Merz, Financial Modeling, Actuarial Valuation and
Solvency in Insurance, Springer, 2013.

13] A. Braun, M.  Fischer, H. Schmeiser, How to derive optimal guarantee levels in
participating life insurance guarantees, 2016 (preprint).

14] H. Schmeiser, J. Wagner, A proposal on how the regulator should set
minimum interest rate guarantees in participating life insurance contracts, J.
Risk Insur. 9999 (2014) 1–28.

15] A. Bacinello, Pricing guaranteed life insurance participating policies with
annual premiums and surrender option, North Am. Actuar. J. 7 (2003) 1–17.

16] A. Bacinello, Fair valuation of a guaranteed life insurance participating
contract embedding a surrender option, J. Risk Insur. 70 (2003) 461–487.

17] A. Bacinello, Modelling the surrender conditions in equity-linked life
insurance, Insur. Math. Econ. 37 (2005) 270–296.

18] R. Kouwenberg, Scenario generation and stochastic programming models for
asset  liability management, Eur. J. Oper. Res. 134 (2001) 279–292.

19] S.A. Zenios, W.T. Ziembla, Handbook of Asset and Liability Management. I:
Theory and Methodology, Elsevier, UK, 2006.

20] S.A. Zenios, W.T. Ziembla, Handbook of Asset and Liability Management. II:
Applications, Elsevier, UK, 2007.

21] G. Consigli, M.A.H.T. Dempster, Dynamic stochastic programming for asset
liability management, Ann. Oper. Res. 81 (1998) 131–161.

22] J. Gonzio, R. Kouwenberg, High performance computing for asset liability
management, Oper. Res. 49 (2001) 879–891, 279-292.

23] N. Jansen, Model Points for Asset Liability Models (Master Thesis), Maastricht
University Faculty of Economics and Business Administration, 2008.

24] S.D. Promislow, Fundamentals of Actuarial Mathematics, Wiley, 2015.
25] D. Andersson, A risk and capital requirement model for life insurance

portfolios, Master-uppsats, Umeå universitet/Institutionen för matematik och
matematisk statistik.

26] D. Brigo, F. Mercurio, Interest Rate Models – Theory and Practice, Springer,
2007.

27] P.E. Kloeden, E. Platen, Numerical Solution of Stochastic Differential
Equations, Springer Verlag, 1992.

28] A. Grosen, P. Jorgensen, Fair valuation of life insurance liabilities: the impact
of  interest rate guarantees, surrender options and bonus policies, Insur. Math.
Econ. 26 (2000) 37–57.

29] P. Glasserman, Monte Carlo Methods in Financial Engineering, Springer, 2003.
30] Nvidia, NVIDIA’s Next Generation CUDA Compute Architecture: Kepler GK110

(Whitepaper), Nvidia, 2012.

José L. Fernández. Full professor in Mathematical Analysis
at  the Faculty of Mathematics in the Autonomous Uni-
versity of Madrid. He got a Ph.D. in Mathematics from
Washington University at St. Louis. During his stay in
USA, he has been main researcher of 2 grants from the
National Science Foundation and a Special Grant in 1986.
He  has also been main researcher of a EU project involving
research groups from universities in 6 European countries.
He has more than 50 scientific publications. Main research
areas are related financial mathematics and complex anal-
ysis. He has been editor in chief of Revista Matemática
Iberoamericana for a long time. He has advised 8 Ph.D.
defended thesis. Also he has been Associate Member of

he company Analistas Financieros Internacionales (AFI), a Spanish financial con-
ultancy firm with worldwide activity, in which he got a lot of experience in the

ollaboration with the financial and insurance sectors, and also was the Director of
he  AFI Financial School and the AFI Master on Quantitative Finance. In 2009 h3 was
ominated Doctor Honoris Causa by Universidad de La Laguna (Spain) and in 2015
e  was  one of the three first awarded with the medal of the Spanish Royal Society
f  Mathematics.
tional Science 24 (2018) 232–254

Ana M.  Ferreiro-Ferreiro. Associate Professor of Applied
Mathematics at the Department of Mathematics of the
University of A Coruña since 2006, member of the research
group “Models and numerical methods in engineering
and applied sciences”, M2NICA and affiliated Researcher
of Technological Institute for Industrial Mathematics,
ITMATI. She obtained her M.Sc. degree in Mathemat-
ics from University of Santiago de Compostela, Spain,
and in 2006 received the Ph.D. degree in mathematics
from University of Sevilla, Spain. Her research inter-
ests include mathematical modeling, numerical methods,
high-performance computing and parallel computing. She
has worked in numerical schemes for solving hyperbolic

equations arising in fluid mechanics and her current research interests are financial
mathematics, numerical methods for global optimization and numerical simulation
using HPC hybrid architectures with GPUs accelerators. Her scientific activity has
produced more than 15 publications in relevant journals.

José A. García-Rodríguez. Associate Professor of Applied
Mathematics at the Department of Mathematics of the
University of A Coruña since 2006, member of the research
group “Models and numerical methods in engineering
and applied sciences”, M2NICA and affiliated researcher
of Technological Institute for Industrial Mathematics,
ITMATI. He obtained his M.Sc. degree in Mathematics from
University of Málaga, Spain, and received the Ph.D. degree
in  mathematics from the same university in 2005. He
has worked in numerical schemes for solving hyperbolic
equations arising in fluid mechanics and its parallel imple-
mentation. His current research interests are financial
mathematics, numerical methods for global optimization

and numerical simulation using HPC hybrid architectures with GPUs accelerators.
He has participated in projects and technology transfer contracts with enterprises
and  public institutions. His scientific activity has produced more than twenty pub-
lications in relevant journals.

Carlos Vázquez. Full professor in Applied Mathematics at
the  Faculty of Informatics in the University of A Coruña
(Spain) since 2000.Formerly he was  associated professor
at  universities of A Coruña, Vigo and Santiago, and invited
professor at universities of Lyon and Bologna. He has a
B.Sc. in Mathematics (5 year degree), a B.Sc. in Economics
(5 year degree) and a Ph.D. in Applied Mathematics from
University of Santiago. He  got a Doctorat Troisieme Cicle
at  University Claude Bernard de Lyon (France). He is coau-
thor of more than 90 articles in scientific journals (80 in
JCR) related to modeling, numerical methods and scien-
tific computing for problems arising in finance, insurance,
fluid and solid mechanics, tribology, glaciology and biol-

ogy.  Main researcher of national and international grants, and involved in more
than 15 contracts with industry. He has been invited speaker in more than 30
international congresses and author of more than 120 national and international

http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0030
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0030
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0030
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0030
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0030
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0030
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0030
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0030
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0030
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0030
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0030
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0030
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0030
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0030
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0030
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0030
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0030
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0030
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0030
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0030
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0035
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0035
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0035
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0035
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0035
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0035
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0035
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0035
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0035
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0035
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0035
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0035
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0035
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0035
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0035
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0040
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0040
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0040
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0040
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0040
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0040
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0040
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0040
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0040
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0040
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0040
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0040
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0040
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0040
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0040
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0040
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0040
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0040
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0040
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0045
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0045
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0045
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0045
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0045
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0045
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0045
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0045
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0045
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0045
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0045
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0045
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0045
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0045
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0045
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0045
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0045
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0045
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0045
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0045
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0045
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0045
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0045
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0045
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0045
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0045
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0050
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0050
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0050
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0050
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0050
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0050
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0050
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0050
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0050
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0050
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0050
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0050
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0050
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0050
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0050
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0050
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0050
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0050
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0050
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0055
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0055
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0055
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0055
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0055
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0055
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0055
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0055
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0055
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0055
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0055
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0055
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0055
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0055
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0055
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0055
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0055
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0060
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0060
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0060
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0060
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0060
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0060
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0060
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0060
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0060
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0060
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0060
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0060
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0060
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0060
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0065
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0065
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0065
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0065
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0065
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0065
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0065
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0065
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0065
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0065
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0065
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0065
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0065
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0065
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0065
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0065
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0065
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0065
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0065
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0070
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0075
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0075
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0075
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0075
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0075
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0075
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0075
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0075
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0075
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0075
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0075
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0075
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0075
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0075
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0075
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0075
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0075
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0075
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0075
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0075
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0075
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0075
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0075
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0080
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0080
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0080
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0080
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0080
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0080
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0080
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0080
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0080
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0080
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0080
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0080
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0080
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0080
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0080
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0080
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0080
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0080
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0080
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0080
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0080
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0080
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0080
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0085
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0085
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0085
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0085
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0085
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0085
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0085
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0085
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0085
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0085
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0085
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0085
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0085
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0085
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0085
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0085
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0085
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0085
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0090
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0090
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0090
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0090
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0090
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0090
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0090
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0090
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0090
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0090
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0090
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0090
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0090
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0090
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0090
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0090
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0090
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0090
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0090
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0090
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0090
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0095
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0095
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0095
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0095
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0095
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0095
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0095
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0095
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0095
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0095
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0095
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0095
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0095
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0095
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0095
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0095
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0095
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0100
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0100
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0100
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0100
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0100
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0100
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0100
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0100
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0100
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0100
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0100
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0100
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0100
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0100
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0100
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0105
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0105
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0105
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0105
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0105
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0105
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0105
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0105
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0105
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0105
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0105
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0105
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0105
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0105
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0105
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0105
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0105
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0105
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0105
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0110
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0110
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0110
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0110
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0110
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0110
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0110
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0110
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0110
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0110
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0110
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0110
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0110
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0110
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0110
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0110
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0110
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0110
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0110
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0115
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0115
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0115
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0115
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0115
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0115
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0115
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0115
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0115
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0115
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0115
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0115
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0115
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0115
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0115
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0115
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0115
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0115
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0115
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0120
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0120
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0120
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0120
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0120
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0120
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0120
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0120
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0130
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0130
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0130
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0130
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0130
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0130
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0130
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0130
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0130
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0130
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0130
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0130
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0130
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0135
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0135
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0135
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0135
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0135
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0135
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0135
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0135
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0135
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0135
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0135
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0135
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0135
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0140
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0145
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0145
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0145
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0145
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0145
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0145
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0145
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0145
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0145
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0145
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0150
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0150
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0150
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0150
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0150
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0150
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0150
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0150
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0150
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0150
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0150
http://refhub.elsevier.com/S1877-7503(17)30549-5/sbref0150

	GPU parallel implementation for asset-liability management in insurance companies
	1 Introduction
	2 Insurance company: with-profit life insurance product
	2.1 Liability portfolio
	2.2 Asset portfolio

	3 Balance sheet
	3.1 Computations related to the liabilities
	3.1.1 Liability cash flows
	3.1.2 Supposed/estimated/approximated liability cash flows
	3.1.3 Reserves
	3.1.4 Duration of the liability

	3.2 Computations related to the asset
	3.2.1 Value of bonds portfolio
	3.2.2 Value of equity
	3.2.3 Financial incomes (revenue, profits or turnover) and value of the cash
	3.2.4 Duration of the assets

	3.3 Profit and loss (P&L)

	4 ALM model
	4.1 Asset models
	4.1.1 Bonds interest rates models and equity model
	4.1.2 Shareholders benefits

	4.2 Liability model
	4.2.1 Policyholder saving account model
	4.2.2 Surrender model
	4.2.3 Biometric model (life tables)

	4.3 Dynamic asset allocation model
	4.3.1 Evaluation of the bonds position with respect to the target asset portfolio
	4.3.2 Computation of the gap between the durations of assets and liabilities
	4.3.3 Decision of the reinvestment strategy


	5 Numerical method: MC balance sheet projection
	5.1 Scenario generation
	5.2 Balance sheet computation (before rebalance/asset allocation)
	5.3 Asset allocation (asset rebalance)
	5.4 Outputs of the simulation

	6 Implementation details
	6.1 GPUs
	6.2 C++ OO implementation on multi-CPUs and GPUs
	6.2.1 Parallel implementation
	6.2.2 Asset class
	6.2.3 Liability class
	6.2.4 ALM class


	7 Numerical results
	7.1 Test example
	7.2 Performance results

	8 Conclusions
	Acknowledgements
	References


