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SUMMARY

Resource allocation in a software project is crucial for successful software development. Among various
types of resources, human resource is the most important as software development is a human-intensive
activity. Human resource allocation is very complex owing to the human characteristics of developers.
The human characteristics affecting allocation can be grouped into individual-level characteristics and
team-level characteristics. At the individual level, familiarity with tasks needs to be taken into account
as it affects the performance of developers. In addition, developers have different levels of productivity,
depending on their capability and experience; the productivity of developers also varies according to tasks.
At the team level, characteristics such as team cohesion, communication overhead, and collaboration
and management also affect human resource allocation. As these characteristics affect the efficiency of
project execution, we treat them as constraints of human resource allocation in our approach. We identify
individual-level constraints and team-level constraints based on the literature and interviews with experts in
the industry. With these constraints, our approach optimizes the scheduling of human resource allocations,
resulting in more realistic and efficient allocations. We also provide a guideline supporting various factors,
with respect to roles and module characteristics, to estimate the productivity of developers based on
COCOMO 1II. As productivity data are hard to obtain and manage, our guideline can provide a useful
direction for human resource allocation in case of software projects. To validate our proposed approach,
we document a case study using real project data. Copyright © 2011 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The failure of software development projects is often a result of inadequate planning and allocation
of human resources [1]. The main objective of human resource allocation is to determine what task
is to be performed by whom. Without this, the efficiency of a software project cannot be achieved
because developers may be involved in tasks in which their capabilities are not maximized.

Resource allocation has been researched in various areas, such as operations research
and management science, including load distribution, production planning, and computer
scheduling [2]. Compared to these areas, human resource allocation in software projects is espe-
cially complex because the human characteristics of developers affect the allocation. We identified
the following characteristics related to developers and categorized them into individual-level
characteristics and team-level characteristics.
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e Individual-level characteristics

o Learning curve: When a developer performs a task, the performance gradually improves

along the learning curve [3]. Thus, it would be efficient to allocate developers to tasks with
which they are familiar.

o Different productivity levels: Unlike machines which may have identical productivity, devel-

opers have different levels of productivity, which vary according to their capability and
experience. Moreover, the productivity of a developer varies according to the types of tasks
assigned.

e Team-level characteristics

o Need for team cohesion: A software development team needs to act as one cohesive unit

to increase the efficiency of development [4]. Thus, team members should work closely
together and support one another for effective development.

Overhead in communication: When developers work together, communication between
developers lowers the efficiency of a project [5—8]. Moreover, communication overhead is
higher when communication occurs between teams [9].

o Need for collaboration and management: As software development is performed in teams,

collaboration is required among developers, and the performance of a developer may be
affected by other developers. In particular, a manager in a software development team
ensures that developers do the correct work and get the tasks done in the most efficient
and least problematic way [10]. Thus, it is important to allocate capable developers to each
team to lead the development and guide other developers.

As these developer-related characteristics affect the efficiency of project execution, we accommo-
date them as constraints of human resource allocation in our approach. We identify five constraints
based on the literature and interviews with experts in the industry. These constraints are categorized
at the individual and team levels following the characteristics mentioned above. They are described
as follows:

e Individual-level constraints

o Constraint on phase-level continuity: As mentioned above, familiarity with tasks affects the

performance of developers. Thus, this needs to be accounted for in phase-level allocation.
Allocating a developer to different modules in each phase may lower productivity as the
developer would need to spend a considerable amount of effort in understanding and
analyzing the results from the previous phases. Thus, we encourage maintaining phase-level
continuity in the allocation.

Constraint on increment-level continuity: In incremental software development, if devel-
opers participate in developing modules in which they were not involved during the previous
increment, it may lower productivity as the developer would need to spend additional
effort in understanding and analyzing the results from the previous increments. Thus, we
encourage maintaining increment-level continuity in the allocation.

e Team-level constraints

o Constraint on sharing developers: According to the need for team cohesion, team members

need to be unified into a working group acting as a unit [4]. In addition, the communication
cost between teams is high [9]. Hence, developers are basically not shared between teams in
practice, except for some tasks such as acceptance testing that need cooperation. Sharing of
developers between teams lowers efficiency because those developers are under the control
of different teams. This causes difficulty in scheduling teams and balancing workload
for shared developers, and leads to commitment problems when each team requires high
commitment from the shared developers. For this reason, sharing of developers between
teams is discouraged.

Constraint on the number of developers: If too many developers participate in developing
a module, the productivity is lowered because of the increase in communication overhead.
Thus, our approach restrains excessive participation of developers in a module.
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o Constraint on novice teams: If a team consists of only novice developers, the quality of
product cannot be guaranteed and a considerable amount of rework may be required. Thus,
our approach restrains the team composition with novices only.

With these constraints, our approach optimizes the scheduling of human resource allocations,
using accelerated simulated annealing (ASA) [11], which is a variation of simulated annealing
(SA) [12]. As the constraints impose additional overhead on the project duration, they are
handled as soft constraints which lead to penalty on the duration when violated. In the optimiza-
tion, we use different levels of productivity with respect to roles and module characteristics in
addition to applying the constraints. Thus, our approach can provide more realistic and efficient
allocation results.

In addition, we provide a guideline to estimate productivity. Although many human resource
allocation approaches have been proposed, it is not appropriate to use them if developers’ produc-
tivity data are not available. Because it is difficult to establish a productivity scheme and accumulate
a large historical dataset, especially for low-maturity organizations, we provide a guideline to
estimate productivity by using the existing effort estimation model COCOMO II [13]. As manual
productivity estimation is time-consuming and prone to bias, this guideline can be helpful when
using human resource allocation approaches for software projects.

One of the limitations of existing approaches is that they are not validated with real project data.
As these approaches generally use artificial data in experiments, their applicability is questionable.
In this paper, we describe a case study using real project data to show the usefulness of our
approach.

The remaining sections are organized as follows. Section 2 introduces the basics of SA and
ASA algorithms. Section 3 describes the meta-models for human resource allocation in a software
project. Section 4 presents the constraints used in this paper in detail, illustrating them with
examples. In Section 5, we explain the constraint-based human resource allocation method. As
productivity information is used as input for human resource allocation, a guideline to estimate
productivity is also described in this section. Section 6 describes a case study to show the usefulness
of our approach. In Section 7, we introduce the related approaches and compare them with our
approach. Finally, we conclude in Section 8 with a summary and discussion of the future direction.

2. BACKGROUND: SIMULATED ANNEALING

The SA algorithm is based on the analogy between the simulation of the annealing of solids and
the problem of solving large combinatorial optimization problems [14]. It works by emulating the
physical process whereby a solid is slowly cooled so that when eventually its structure is frozen,
this happens at a minimum energy configuration [15]. It was introduced first in its original form
[16] as a numerical minimization method and then modified [12] to incorporate a cooling schedule.

SA finds a new solution by changing an existing one and determines its quality using a cost
function. One of the most important characteristics of SA is that it can avoid premature convergence
to local optimum by accepting non-improving moves.

So far, many variations of SA have been proposed to improve the efficiency. Among them, we
used the ASA [11] in our approach. The algorithm of ASA is presented as Algorithm 1.

In the INITIALIZE function, the initial temperature (7'), the initial solution (X), and the
number of internal loops (L) are decided. The ASA algorithm has two loops. In the internal loop,
the ASA algorithm creates a new solution (Y) nearby the current solution X using the PERTURB
function. If the cost of Y given by the COST function is lower than the current solution X, then
the new solution is accepted as the current solution. When the cost of Y is higher than X, Y
is accepted with a certain probability to prevent an accepted solution from remaining in a local
optimum. In this case, the probability of accepting Y is decided based on the costs of X and Y
and T using an exponential function (exp). The lower the T, the lower the probability of accepting
Y. Then, if the cost of the accepted solution is lower than that of the best solution (X _best), the
new solution is stored as the best solution.
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Algorithm 1 Algorithm ASA

1: INITIALIZE (X,T,L);

2: X_best <X,

3: Counterl <0;

4: Counter2 <0,

5: repeat

6 Costold <—COST(X);
7. Check <0;
8.
9

fori<1to L do
: Y < PERTURB(X);
10: if (COST(Y) < COST(X)) or (exp((COST(X) — COST(Y))/T)>random(0,1)) then

11: X < Y; {accept the movement}
12: if COST(X) < COST(X_best) then
13: X _best < X;

14: Counter2 <0;

15: Check <1;

16: else

17: Counter2 < Counter2+1;

18:  Costnew < COST(X);
19:  if Check=1 or Costnew < Costold then

20: T=uT;

21:  if Costnew=Costold then
22: Counterl < Counter1+1;
23:  else

24: Counterl <0;

25: until Counter1> M or Counter2> N

In SA algorithms, a temperature is lowered when the system reaches a steady state (quasi equi-
librium) by accepting at least some fixed number of solutions at the temperature [12, 17]. Thus, if
ASA finds a better solution in the internal loop, then ASA cools down the temperature as it implies
that a high-quality solution has been found in the current temperature and ASA can take the next
step in the lower temperature. Otherwise, ASA executes the internal loop with the same temper-
ature. In this manner, the number of internal loops (L) can be set to a small number, and ASA
can thus prevent executing the internal loop too many times with a large L value. Commonly, T
is cooled down using a cooling factor « as Ty =aT;_. Alpha is set to a value close to 1; a typical
value is 0.95 [18].

ASA algorithm stops when the cost is not changed in M external loops or the best cost is not
changed in N internal loops. Using the number of non-improving moves in both loops as the
stopping criterion, ASA can reduce the time wasted in non-improving loops at low temperatures.

Because of these characteristics of ASA, it was empirically validated that ASA required much
less computation time than the conventional SA while their solutions had the same level of
quality [11].

3. SPECIFICATION OF META-MODELS FOR HUMAN RESOURCE ALLOCATION
IN SOFTWARE PROJECTS

This section describes the meta-models for the human resource allocation problem in software
projects. The overview of the meta-model structure is presented in Figure 1.
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Figure 1. The meta-models for human resource allocation.

3.1. Module meta-model

A module is mainly described with workload and a module profile. As a module may be developed
in several increments, each of which consists of several development phases, workload given at
the phase level is the basic unit of allocation in this paper. Therefore, workload is described as
wload(m,i, p), where m, i, and p represent a module, an increment, and a phase, respectively.
wload presents the amount of effort required when development is performed by developers with
average productivity. In other words, it is the estimated effort without considering the developers’
productivity.

A module profile specifies the characteristics of a module and is represented as a combination
of characteristics that differentiates the productivity of developers regarding the module. These
characteristics can be development languages, types of functionality or technologies used in devel-
opment. The characteristics can be defined by experts according to project environments. For
example, suppose that Modules A and B are to be developed in C++ and provide visualization
functionality, while Module C is to be developed in Java and provides data-processing functionality.
In this case, languages and functionality can be the characteristics in a module profile because
a developer may have different levels of productivity according to them. In this case, a module
profile for A is represented as mpf(C++,Visualization).

Note that our approach uses a phase in developing a module as the unit for allocation. There
can be other phases such as acceptance testing which are applied to whole modules. In this case,
the effect of optimization is not significant because choosing the best developers for these phases
is enough. Hence, our approach only deals with phases related to modules, similar to [19].

As developers collaborate as a team, they can be first grouped into teams before performing
individual-level allocation. For team-level allocation, we propose the concept of a module group.
It is defined as a set of modules which becomes a unit of team allocation. The composition of a
module group can be conducted by experts considering module profiles, functional relationship of
modules, or size of modules.

3.2. Developer meta-model
A developer mainly has two types of information: productivity profiles and slots. A productivity
profile is used to support various productivity levels of a developer according to a role and a module
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profile. As there can be various combinations of characteristics for module profiles and several
roles can be used in a software project, a developer has a set of productivity profiles. A productivity
profile can be described as prod(d,r,mpf), where d, r, and mpf represent a developer, a role,
and a module profile, respectively. In this paper, it is assumed that a role of a software project
is given for each development phase. Given these inputs, prod presents a productivity value.
Generally, productivity is measured as the ratio of size over effort. As size metrics vary according
to each software development organization, we simply use a normalized productivity value for
the productivity measure to describe the differences in the capability of developers, as used by
Ngo-The et al. [19]. For example, if a developer d has an average capability for a given module
profile mpf and a role r, then prod(d,r,mpf)=1.0.

In addition to productivity profiles, a developer has slots to support partial allocation, because
s/he may be allocated to multiple modules [7, 20, 21]. A slot is described as slot(d, i, p, k), where
d, i, p, and k represent a developer, a phase, an increment, and a slot number, respectively. Given
these inputs, slor represents a participation rate, which specifies the degree of participation of a
slot. The sum of participation rates of slots in a phase should be maintained at 100%.

3.3. Allocation meta-model

Modules are allocated to the slots of developers in each phase in the allocation procedure. Thus,
allocation is described as allo(d,m,i, p,k), where d, m, i, p, and k represent a developer, a
module, an increment, a phase, and a slot number, respectively. It takes a value of 1 if and only
if d is allocated to m in the kth slot of p in i. Otherwise, it takes O.

When the allocation is performed for all developers and modules, the estimated duration for a
project can be obtained using productivity profiles, workload, and module profiles. First, given a
set of developers D and a role r which is related to p, the estimated duration of a phase p in
developing a module m in an increment i can be obtained by the following equation:

Duration(m, i, p)
wload(m, i, p)

PSR P alio(D (). m. i, p.k) x slot (D)., p.k) x prod(D(j).r.mpf)’

where mpf and S(j,i, p) represent the module profile of m and the number of slots of D(j) in
p of i, respectively.

Then, given a set of phases P, the duration of a module m in an increment i is obtained by
summing up the phase duration as follows:

|P|
Duration(m,i)= Y _ Duration(m,i, P(j)).
j=1

Given a set of modules M, the duration of the project in an increment i is calculated by the
following equation:

Duration(i) = Max(Duration(M (1),1), ..., Duration(M (n),i)) where n=|M|.

The total duration of a project is obtained by summing up the estimated duration for all
increments.

In the equation for Duration(i), it is assumed that modules are developed in parallel. This is
based on the interview results with experts in the industry that the dependency of modules does
not much influence the sequence of development by establishing interfaces among modules.

The goal of this paper is to provide an optimized human resource allocation for software
projects in the schedule perspective. Thus, we try to minimize the total duration of a project based
on the equations above. However, productivity and workload may not be enough to produce a
feasible allocation because there exist human-related constraints related to software projects. In
the following section, these constraints are explained in detail.
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4. HUMAN RESOURCE ALLOCATION CONSTRAINTS IN SOFTWARE PROJECTS

To achieve a reasonable human resource allocation in software projects, characteristics related to
developers need to be considered. As these characteristics affect the efficiency of project execution,
we consider them as allocation constraints in our approach.

We have identified the constraints from two sources: literature and interviews with experts in the
industry. The interviews were performed with three experts in two software development companies
who had more than 10 years of experience in the industry. In the interviews, we examined the
allocation information of real project data with the experts. As the allocation is performed according
to experts’ experience rather than fixed rules, we extracted potential rules based on the project
data, and the experts confirmed that they generally hold in software projects.

The constraints are categorized as individual-level constraints and team-level constraints. Each
constraint is explained below with an illustrative example, which has been made up to compare
different allocation policies regarding the constraint. For simplicity of describing examples in this
section, we assumed that all developers have equal productivity for all module profiles and roles,
unless additionally specified.

4.1. Individual-level constraints

As software development is a human-intensive activity, effort is required to understand tasks. Thus,
it is important to maintain the continuity of allocation in order to minimize the effort needed
to understand the result of the previous development. For this reason, we considered allocation
continuity at the phase level and increment level in this approach.

e Constraint on phase-level continuity

According to the effect of learning curve [3], it is required to allocate developers to tasks with
which they are familiar to increase the efficiency of performing tasks. Development of a module
consists of several development phases, such as requirement analysis, design, implementation, and
testing. If a developer is allocated to different modules in each phase, the developer should spend
a considerable amount of time to understand and analyze the results from previous phases. This
situation may occur when we only focus on minimizing the duration of each phase. We compare
allocation policies regarding phase-level allocation with an example in Table I. Productivity of
developers in this example is described in Table II.

As mentioned in Section 3, the duration for a phase is calculated by dividing the workload
with the sum of productivity of participating developers, and the total duration is decided as the
maximum duration among modules.

Table I. Comparison of allocation policies regarding phase-level continuity.

Allocation 1 Allocation 2

Phases (Workload) Developers Duration Developers Duration

Module 1 Req. analysis (1.5) A 1.0 A 1.00
Design (1.0) A 0.67 B 1.00
Implementation (2.5) A, D 1.0 A, C 0.83
Testing (2.0) A, D 0.8 B, D 1.00
Subtotal 3.47 3.83

Module 2 Req. analysis (1.0) B 1.0 B 1.00
Design (1.2) B 1.2 A 0.80
Implementation (2.0) B, C 0.8 B, C 0.80
Testing (2.5) B, C 1.0 C, D 1.00
Subtotal 4.0 3.60

Total 4.0 3.83
Copyright © 2011 John Wiley & Sons, Ltd. Softw. Pract. Exper. 2011; 41:551-577
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Table II. Productivity matrix for Table I.

Developer Req. analysis  Design  Implementation  Testing

1.5 1.5 1.5 1.5
1 1 1 1
— — 1.5 1.5
— — 1 1

QO w»

Table III. Comparison of allocation policies regarding increment-level continuity.

Allocation 1 Allocation 2 Allocation 3

Module (Workload)  Developers  Duration  Developers  Duration  Developers  Duration

Inc. 1  Module 1 (4) AB 1.54 AB 1.54 AB 1.54
Module 2 (7) CD.EF 1.75 CD.EF 1.75 CD.EF 1.75

Subtotal 1.75 1.75 1.75

Inc. 2 Module 1 (7) AB 2.69 AB.E 1.94 CD.EF 1.54
Module 2 (5) C.D.EF 1.25 CD,F 1.67 AB 1.92

Subtotal 2.69 1.94 1.92

Total 4.44 3.69 3.67

In the example, two developers are involved from the beginning, and two additional developers
are allocated from the implementation phase according to the different staffing levels required for
each phase.

In Allocation 1, developers are continuously involved in each module. Thus, the effort required to
understand previous phases is minimized. On the other hand, Allocation 2 is performed regardless
of the module worked on in previous phases. Although the productivity-based calculation indicates
Allocation 2 to have a shorter estimated duration, this type of allocation is discouraged in practice as
it requires effort to understand previous phases. To prevent this situation, we propose the constraint
on phase-level continuity. Given a developer d, a module m, an increment i, this constraint can be
formally described as the following condition:

o if allo(d,m,i, P4(j))=1, then allo(d,m,i, P;(j—1))=1,
where P is the set of phases in which d participates and 1<j <|Py|.

In the equation above, allo(d,m, i, p) =1 if there exists any slot k such that allo(d,m, i, p,k)=1.
Else, allo(d,m,i, p)=0. It is also used in describing other constraints below.

e Constraint on increment-level continuity

Incremental software development is gaining wide acceptance as an approach to handling delivering
parts of the software product early [13]. Thus, we consider the characteristics of incremental
development in this approach. Similar to what we explained previously, developers need to be
continuously involved in modules over increments.

However, there could be an allowable exception. As features of a module to be developed
for each increment are determined by business decisions, workload of a module may vary per
increment. In this case, it may be required to allocate some developers of the previous increment
to other modules that require more developers in later increments. We describe this situation in the
following example in Table III and compare the allocation policies to deal with this situation. In
the example, productivity of Developers A and B is set to 1.3, and productivity for other developers
is set to 1.0.

Allocation 1 does not allow for changes between increments. In this case, the efficiency of the
project is reduced because the change in the module workload cannot be addressed in Increment 2.

The result from Allocation 2 is preferable because allocation in Increment 2 is adjusted according
to the change in the workload while preserving the allocation of the previous increment as much

Copyright © 2011 John Wiley & Sons, Ltd. Softw. Pract. Exper. 2011; 41:551-577
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Table IV. Comparison of allocation policies regarding sharing developers.

Allocation 1 Allocation 2
Module (Workload) Developers Duration Developers Duration
Module 1 (7) A (40%), B (50%), C (100%) 3.64 A (60%), B (60%), E (50%) 3.58
Module 2 (5) A (60%), B (50%) 3.62 A (40%), B (40%), C (40%) 3.78
Module 3 (8) D (30%), E (100%), F (50%) 4.23 D (60%), E (50%), F (60%) 4.10
Module 4 (6) D (70%), F (50%) 3.97 C (60%), D (40%), F (40%) 4.05
Total 4.23 4.10

as possible. Thus, Increment 2 can be performed efficiently with minimal additional effort required
to understand the previous result.

In the case of Allocation 3, allocation is performed to minimize the estimated duration of each
increment and has the shortest estimated duration of the three cases. However, it is impractical to
remove developers of the previous increment and to add new developers simultaneously because
it increases the overhead costs involved in understanding the results of the previous increment. In
addition, it is difficult to transfer knowledge from the previous developers to the new developers.
These can be overhead to the project and may increase the project duration. To prevent this
situation, we propose the constraint on increment-level continuity. Given a set of developers D, a
module m, a set of increments /, and a phase p, this constraint can be more formally described
as follows:

o if there exists dj € D such that allo(dy,m,I(j—1), p)=o and allo(dy,m, (), p) =P,
there exists no dp € D such that allo(dy,m, I (j-1), p)=f and allo(da,m, I (j), p) =0,
where 1<j<|I|, a+f=1, and =0 or 1.

4.2. Team-level constraints

In most software development organizations, there is seldom a one-to-one mapping between
developers and development tasks [7]. It means that software development is performed at a
team level. To deal with characteristics related to team composition, we identified the following
constraints:

e Constraint on sharing developers

Software development is performed by a set of teams. Each team is managed independently by
a supervisor, and the members need to be unified into a working group acting as a unit [4]. In
addition, the communication cost between teams is high [9]. Hence, developers are basically not
shared between teams in practice, except for some tasks such as acceptance testing that need
cooperation.

We describe the situation of team composition in the example in Table IV and compare the
allocation policies for dealing with this situation. In Table IV, a percentage in parentheses represents
the participation rate of a developer. In the example, Modules 1 and 2 are to be developed in
C++ and provide visualization functionality. In other words, Modules 1 and 2 have the same
module profile. On the other hand, Modules 3 and 4 are to be developed in Java and provide
data processing functionality. We assumed that the number of developers is limited, thus some
developers are allocated to two modules by providing two slots for each developer for all phases.
Productivity of developers in this example is described in Table V.

In Allocation 1, Modules 1 and 2 share developers, and one additional developer is involved
according to the workload difference. This situation is acceptable because sharing is limited to
Modules 1 and 2, and the two modules have similar characteristics with the same module profile.
Thus, they can be regarded as one team which develops similar modules. This is also applied to
Modules 3 and 4.
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Table V. Productivity matrix for Table IV.

Developer ~ C++ and visualization Java and data processing

A 1.3 1.0
B 1.2 1.1
C 0.8 0.8
D 0.9 1.3
E 0.9 0.9
F 1.0 1.2

Table VI. Comparison of allocation policies regarding the number of developers.

Allocation 1 Allocation 2
Module (Workload) Developers Duration Developers Duration
Module 1 (8) A (100%), B (100%) 3.07 A (50%), B (50%) 3.47
C (50%), D (50%)
Module 2 (11) C (100%), D (100%) 3.66 A (50%), B (50%), C (50%) 3.33
E (100%) D (50%), E (100%)
Total 3.66 3.47

In contrast, Developers C and E are shared between the two teams in Allocation 2. In this type of
allocation, team scheduling is harder to manage because each team has to consider developers who
are under the control of other teams. For example, if additional requirements are given, it is harder
to adjust the workload of developers because other teams may need to deal with the unexpected
workload of the shared developers. In addition, commitment problems may occur when each team
requires high commitment from the shared developers. Thus, these can be overhead to the project
and may increase the project duration. To prevent this situation, we propose the constraint on
sharing developers. Given a developer d, an increment i, and a phase p, this constraint is described
as follows:

o there exist no modules m1 and m?2 such that allo(d,m1,i, p)=1 and allo(d,m2,i, p)=1,
where m1 and m?2 are not in the same module group.

e Constraint on the number of developers

As the number of developers increases, the efficiency of development gets lowered according to
the communication cost [5—8]. To prevent this situation, an appropriate number of developers must
be allocated to each module.

Generally, approaches using optimization algorithms can allocate an appropriate number of
developers to each module when one developer is allowed to be allocated to one module only.
However, if we allow allocating a developer to more than one module, some counterexamples can
be shown. Consider the example in Table VI in which productivity of Developers A and B is set
to 1.3 and productivity for other developers is set to 1.0.

Modules have at most three developers in Allocation 1, whereas modules have four to five
developers in Allocation 2. Although Allocation 2 has a shorter estimated duration, as shown in
Table VI, it may not be optimal as it increases the communication cost. Thus, the number of
developers for each module needs be controlled in the human resource allocation procedure. To
prevent the situation in Allocation 2, we propose the constraint on the number of developers. Given
a set of developers D, a module m, an increment i, and a phase p, this constraint is described as
follows:

|D]
o Y allo(D(k),m,i, p)<App-Num(m,i, p),
k=1
where App_Num(m,i, p) is the appropriate number of developers for m in p of i.
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Table VII. Comparison of allocation policies regarding novice teams.

Allocation 1 Allocation 2
Team Module (Workload) Developers Duration Developers Duration
Team 1 Module 1 (10) A, C D 3.70 A, B, C 3.03
Module 2 (5) E, F 3.57 D, E 3.57
Subtotal 3.70 3.57
Team 2 Module 3 (7) B, G 3.50 F, G, H 3.33
Module 4 (5) H LJ 2.38 ILJ 3.57
Subtotal 3.50 3.57
Total 3.70 3.57

The appropriate number of developers for a module is decided according to the project environment.
A guideline for setting the number is explained in Section 5, which describes the implementation
of our allocation approach.

e Constraint on novice teams

A major role of a manager in a software development team is to make developers do the correct
work and get the tasks done in the most efficient and least problematic way [10]. Thus, it is
important to allocate an expert developer to each team to lead the development and guide other
developers. If a team consists of novice developers only, the quality of the product cannot be
guaranteed and the total duration of the project may increase because of a considerable amount
of rework. We describe the situation related to allocating experts in Table VII and compare the
allocation policies to deal with this situation. In this example, Developers A and B are experts and
have a productivity of 1.3. Others are novices and have a productivity of 0.7.

In Allocation 1, each team has one expert who leads the development. In contrast, Team 2 in
Allocation 2 consists of novices only. Although Allocation 2 requires a shorter estimated duration
from the calculation, modules developed by Team 2 may have low quality and cause a considerable
amount of rework. These can be overhead to the project and may increase the project duration.
Thus, we propose the constraint on novice teams to prevent this situation. Given a module group
mg, an increment i, and a phase p, this constraint is described as follows:

o Exp_Num(mg,i, p)>1, where Exp_Num(mg,1i, p) is the number of expert developers allo-
cated to any module of mg in p of i.

For the use of this constraint, our approach additionally manages the rank information of
developers. For simplicity, our approach deals with two levels of ranks: novice and expert. The
details are explained further in the following section.

5. CONSTRAINT-BASED HUMAN RESOURCE ALLOCATION APPROACH

In this section, we describe the constraint-based human resource allocation approach. The entire
procedure is illustrated in Figure 2.

As inputs, developers and modules are used according to the structure proposed in Section 3.
By the constraint on sharing developers, modules are subject to be grouped into module groups
to compose teams, as explained in the previous section. In addition, rank information is given to
developers to handle the constraint on novice teams.

Based on these inputs, our approach optimizes the allocation with the proposed constraints
in the schedule perspective using ASA. As our approach supports incremental development, the
allocation is performed for each increment, and the allocation result from a previous increment is
given to the next increment as input.

The allocation approach in an increment consists of two phases: team allocation and individual
allocation. In the team allocation, developers are grouped as a team by allocating them to a module
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Figure 2. Overview of the human resource allocation procedure.

group. In the individual allocation, developers are allocated to modules in a module group for each
development phase. In addition, a developer may be allocated to one or more modules using slots.

We propose the two-phase procedure for the following reasons. First, this two-phase procedure
naturally prevents violation of the constraint on sharing developers, because developers are allocated
fully to each team in team allocation. Thus, no developer can be allocated across teams. Second,
the speed of optimization can be accelerated through this two-phase procedure. In team allocation,
the unit of allocation is a module and a developer, rather than a phase and a slot. Thus, the
convergence speed of allocation can be improved upon by reducing the search space for team
level. Detailed allocation is handled in individual allocation, but the size of the problem is now
smaller than that of the original problem. As this type of the allocation is known as NP-hard [22],
partitioning the problem can improve the speed of optimization.

One of the main difficulties in using human resource allocation approaches lies in the lack
of productivity data. To obtain productivity data, we need to establish a scheme to measure
productivity and accumulate a large dataset for the more accurate evaluation of productivity.
However, productivity data may not be always available, as measurement process is immature in
many organizations [23]. When unavailable, productivity data need to be estimated, but estimation
is prone to bias and is time-consuming as the number of developers increases. Thus, we provide
a guideline for estimating productivity using the COCOMO II model. This is explained in the
following subsection. Then we present the constraint-based optimization method.

5.1. A guideline to estimate productivity

To relieve the difficulty of obtaining productivity data, we propose a guideline to estimate produc-
tivity by using an existing estimation model, COCOMO 1I [13]. As COCOMO II provides various
factors related to developers’ capabilities in its cost drivers, it can be a valuable tool for estimating
the productivity of developers. A number of studies have used the COCOMO II model for produc-
tivity estimation [24-28], but none has provided individual-level productivity estimation. Thus,
we devised an individual-level productivity estimation guideline using COCOMO II. Basically,
the values of the cost drivers in COCOMO 1I are supposed to be measured at the team level. In
our study, we extended the use of the cost drivers to individual-level productivity estimation by
assuming that the productivity of a team is proportional to the sum of the productivity of the team
members.

As a developer has different capabilities for roles and types of modules, our guideline provides
productivity estimation according to roles and module profiles based on COCOMO 1I. At first, we
extract cost drivers related to developers’ productivity from COCOMO II and categorize them into
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Table VIII. Description of productivity-related cost drivers of COCOMO II.

Rating levels Very low Low Nominal High Very high
ACAP Descriptors 15th 35th 55th 75th 90th
percentile percentile percentile percentile percentile
Effort multipliers 1.42 1.19 1.00 0.85 0.71
PCAP Descriptors 15th 35th 55th 75th 90th
percentile percentile percentile percentile percentile
Effort multipliers 1.34 1.15 1.00 0.88 0.76
APEX Descriptors <2 months 6 months 1 year 3 years 6 years
Effort multipliers 1.22 1.10 1.00 0.88 0.81
PLEX Descriptors <2 months 6 months 1 year 3 years 6 years
Effort multipliers 1.19 1.09 1.00 0.91 0.85
LTEX Descriptors <2 months 6 months 1 year 3 years 6 years
Effort multipliers 1.20 1.09 1.00 0.91 0.84

role-related factors and module-related factors. Then, productivity according to roles and modules
can be calculated using the values of these factors. The details of productivity estimation are
described as follows.

5.1.1. Extraction and categorization of productivity-related cost drivers of COCOMO II. For
productivity estimation, we have chosen five cost drivers from the personnel factors of COCOMO
II. Each of them is described as follows [13]:

e Analyst capability (ACAP): This measures analyst capability, considering analysis and design
ability, thoroughness, and the ability to communicate and cooperate. This rating should
consider the capability of analysts, rather than experience, which is rated with APEX, LTEX,
and PLEX.

e Programmer capability (PCAP): This measures programmer capability, considering program-
ming ability, efficiency and thoroughness, and the ability to communicate and cooperate. This
rating should consider the capability of programmers, rather than experience, which is rated
with APEX, LTEX, and PLEX.

e Application experience (APEX): This measures the level of applications experience developing
the software system or subsystem. The ratings are defined in terms of the equivalent level of
experience with this type of application.

e Platform experience (PLEX): This measures the productivity influence of platform experience
by recognizing the importance of understanding the use of more powerful platforms, including
more graphic user interface, database, networking, and distributed middleware capabilities.

e Language and tool experience (LTEX): This measures the level of experience regarding
programming language and computer-aided software engineering (CASE) tools used in the
development.

The values related to productivity for these cost drivers are described in Table VIII. A value
(Effort Multiplier) represents the effect of the cost driver on the effort. For example, if the ACAP
value is low, then the effort is estimated to increase by 19%.

To obtain the productivity for each role and module profile, we categorized the cost drivers
of COCOMO 1I into two groups: role-related factors and module-related factors. Role-related
factors provide the productivity influence of performing phases, such as design and implementation.
Module-related factors provide the productivity influence according to the developers’ experience
about a specific type of module. The categorization is shown in Table IX.

APEX can be used for all phases as it deals with the experience of an application type and its
effect cannot be divided for each phase. LTEX is also used for all phases as it measures CASE
tool experience for all phases as well as language experience. PLEX affects phases from design
because requirement analysis is not affected much by platforms. ACAP is used for requirement
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Table IX. Categorization of COCOMO II personnel factors related to developers’ productivity.

Factors Category Affected phases

ACAP Role Requirement analysis, design
PCAP Role Implementation, testing

APEX Module All phases

PLEX Role/module Design, implementation, testing
LTEX Module All phases

analysis and design phases according to its definition. In the case of PCAP, we assume that PCAP
can be used for the testing phase as well as the implementation phase, as COCOMO II does not
provide the effect of allocating testers and programmers are involved in the testing phase in many
organizations.

When using this productivity estimation guideline, the module-related factors form module
profiles. Thus, application types of APEX, platforms of PLEX, and languages and tools of LTEX
can be the characteristics for describing module profiles.

5.1.2. Calculating productivity for roles and module profiles. According to the categorization of
cost drivers in Table IX, we can calculate developers’ productivity to each role and module profile.
Basically, productivity is calculated from an inverse of the product of related effort multipliers
of the cost drivers because productivity is in inverse proportion to the required effort. This is
described in the following equations:

Given a developer d and a module profile p,

prod(d, Analyst, p)=1/(APEX(d, p) x LTEX(d, p) x ACAP(d)),

prod(d, Designer, p) =1/(APEX(d, p) x LTEX(d, p) x PLEX(d, p) x ACAP(d)),
prod(d, Programmer, p) =1/(APEX(d, p) x LTEX(d, p) x PLEX(d, p) x PCAP(d)),
prod(d, Tester, p)=1/(APEX(d, p) x LTEX(d, p) x PLEX(d, p) x PCAP(d)).

The definition of prod is the same as explained in Section 3. As shown in the equations, values
of module-related factors need to be obtained for each developer by the number of module profiles.
For example, if some modules are supposed to be developed using Java, and other modules are
developed in C++, two sets of data need to be gathered for each developer.

In the equations above, values of role-related factors need to be adjusted because effort multipliers
of COCOMO 1I drivers are supposed to estimate the influence on all phases. For instance, PCAP
measures the capability of programmers which is related to the implementation and testing phases,
but the PCAP values express the influence of programmers on the entire effort. As PCAP values
are applied only to two roles in the equation, the effect of PCAP is decreased by the percentage
of the implementation and testing phases over the entire effort.

To help in a better understanding of this situation, suppose that the entire development requires
100 man-months and the implementation and testing phases require a 50% effort in the entire
development. In estimating the productivity of developers of PCAP value low, if we use the
original value of PCAP, then it would be 0.87 from dividing 1 by 1.15. In this case, the total
duration is calculated to be 107.5 from (100 x 50% +-0.874 100 x (1 —50%)). However, this result
conflicts with the calculation using the definition of PCAP because the total duration with /ow
PCAP is calculated to be 115 by multiplying 100 with 1.15.

Thus, values of these factors need to be adjusted to maintain their effect on the entire develop-
ment by considering effort distribution of phases related to the roles. Given a role-related factor
R, this is described in the following equation:

originalValue(R) — (1 = related_phase _distribution(R))

AdjustedValue(R) =
justedValue(R) > related_phase_distribution(R)
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In the equation, AdjustedValue(R) is a corrected value of a role-related factor R.
Related_phase _distribution(R) represents the percentage of effort taken by phases related to R
over the entire effort.

Using the equation above, PCAP values were adjusted from (Very Low 1.34, Low 1.15, Nominal
1.0, High 0.88, Very High 0.76) to (Very Low 1.68, Low 1.30, Nominal 1.0, High 0.76, Very High
0.52) in the previous example. In this case, the total estimated effort was maintained the same: 115
man-months from the calculation (100 x 50% x 1.304 100 x (1 —50%)). As shown in the example,
we can obtain the influence of role-related cost drivers in estimating individual productivity while
preserving their influence on all phases using the proposed equations.

5.2. Constraint-based optimization using ASA

We propose the two-phase procedure to optimize scheduling of human resource allocation using
ASA while preserving the constraints mentioned above.

There are two styles to deal with constraints using SA or ASA. The first allows perturbation
of solutions only in the feasible solution space. In this case, we can obtain feasible solutions
all the time. However, it makes the perturbing procedure more complex and takes more time in
perturbation as the new solution is generated by considering all constraints. Moreover, this can be
used for hard constraints only, as this removes the possibility of violating constraints.

The other style allows infeasible solutions in perturbation and uses some methods to filter
these out. In this case, solutions can be generated in a relatively short time, and the possibility of
staying in a local optimum can be reduced. Therefore, many studies have allowed searching in the
infeasible solution space and have offered penalties when constraints are violated [17].

In human resource allocation of software projects, violation of the constraints causes addi-
tional development overhead, rather than prohibition of development. Thus, one may sacrifice the
constraints to some extent for reducing the estimated duration. With this in mind, our approach
allows some violations of the constraints in perturbation and gives penalties in the cost function
when the constraints are violated.

We devised penalty functions from discussions with experts. As experts do not use those penalty
functions in practice, we have tried to extract reasonable penalty functions based on the constraints
and confirmed with the experts that they are acceptable in practice.

To apply SA or ASA to real-world problems, we need to adjust its generic functions to the specific
problem domain. This section explains the design of three main functions—initialize, perturb, and
cost functions—and how constraints are applied in the SA-based optimization approach for team
allocation and individual allocation.

5.2.1. Team allocation. In the team allocation, developers are grouped into teams by allocating
them to each module group, which is a unit of team allocation. To group developers in a team, all
slots of a developer are allocated to one module group. This needs to be reflected in the perturb
function. For the cost function, we need to revise the definition of cost according to the module
groups. In addition, the penalty for violating constraints is to be considered in the cost function.
In the following, we describe the design of these two functions as well as the initialize function.

e Initialize function for team allocation

The initialize function decides the parameters of ASA algorithm and an initial solution. Param-
eters such as the number of loops, the cooling factor, and the initial temperature are usually
determined by repeating execution of the algorithm. When these parameters are set to high values,
the quality of solutions improves, but generating solutions takes more time. Thus, we need to
choose reasonable values for the parameters from the initial experiments.

An initial solution should be carefully decided upon because it largely affects the quality of
solutions and convergence time [29]. Thus, we devised a greedy heuristic for deciding the initial
allocation. Basically, the heuristic sorts the developers and module groups according to average
productivity and workload, respectively, and allocates the developer with the highest productivity
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to the module group with the highest workload to minimize the total cost. In addition, it is guided
to conform to the constraints in the allocation procedure.

The heuristic consists of two parts to deal with the constraint on increment-level continuity. At
first, we present the allocation heuristic for the first increment in the team allocation. It consists
of three steps:

o Step I: Repeat allocating the expert with the highest productivity to the module group with
the highest workload until every module group has an expert.

o Step 2: Repeat allocating the remaining expert with the highest productivity to the module
group of the longest duration.

o Step 3: Repeat allocating the remaining novice with the highest productivity to the module
group of the longest duration.

According to the constraint on novice teams, experts are allocated first. In Step 1, each module
group is guaranteed to have an expert. In our approach, it is assumed that the number of experts
is equal to or higher than the number of module groups to satisfy the constraint on novice teams.
After allocating one expert to each module group, the remaining experts are allocated according
to the duration of module groups in Step 2. In each allocation of a remaining expert, the duration
for each module group is updated, and the total cost is reduced by allocating more developers to
the module group with the longest duration. Finally, novice developers are allocated in the same
way as in Step 2.

Next, the allocation heuristic for the second or later increments in the team allocation consists
of six steps:

o Step I: Repeat allocating developers to module groups to which they were allocated in the
previous increment.

o Step 2: Repeat allocating the remaining expert with the highest productivity to the module
group with the highest workload which has no expert yet. This is repeated until every module
group has an expert or there is no expert available.

o Step 3: If there is any module group which does not have any expert yet, move one expert
from a module group which already has more than one expert to the module group having
no expert. This is repeated until every module group has at least one expert.

o Step 4: If there are remaining experts after conducting Step 2, repeat allocating the remaining
expert with the highest productivity to the module group of the longest duration.

o Step 5: Repeat allocating the remaining novice with the highest productivity to the module
group of the longest duration.

o Step 6: Improve the cost of allocation by adjusting allocated developers.

According to the constraint on increment-level continuity, allocation in the previous increment is
reflected in Step 1. There may exist new module groups introduced in this increment, or there may
exist developers allocated to the module groups which are completed in the previous increment.
Those developers and module groups are handled from Steps 2 to 5. After allocating all the
developers, the duration of a module group may be considerably different from that of other module
groups according to the workload difference of module groups over increments. For example,
suppose that a module group has high workload in Increment 1 and low workload in Increment 2.
Then, a large number of developers will be allocated to the module group in Increment 1 and also
Increment 2 by Step 1. Thus, the algorithm tries to make the distribution of duration of module
groups as uniform as possible to reduce the entire cost in Step 6. For this purpose, the module
group with the minimal effect of removing a developer sends one developer to the module group
with the longest duration, unless that increases the total cost. Step 6 is repeated until no further
improvement is possible.

e Perturb function for team allocation
For team allocation, two kinds of perturbing operations are used here with equal probability:

exchange and move.
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Exchange operation exchanges developers between module groups. In the procedure, two devel-
opers are chosen randomly. If module groups of the two developers are different, then the developers
are exchanged between the two module groups.

Move operation sends a developer to another module group. At first, a developer is chosen
randomly. Then a new module group to be allocated is chosen randomly. If the module group
which currently has the developer and the new module group are different, then the developer is
allocated to the new module group.

e Cost function for team allocation

The cost function for team allocation is defined as the maximum duration among all module
groups. The duration of a module group is estimated as the sum of duration of all the modules in
the module group and penalty from violating the constraints. Given a set of module groups MG
and an increment i, the following equations describe the cost function in the team allocation:

Cost(i) = Max(Duration(MG(1),i), ..., Duration(M G (n),i)) where n=|MG|,

M

Duration(MG(j),i) = Izl Duration(M (k), i)+ Penalty(MG(j),i) where M(k)e MG(j).

Duration of a module is the same as defined in Section 3, and penalty of a module group is
decided as the sum of penalty for the constraints applied in the team allocation.

When calculating the duration of a module group, we assume that all slots of the developers
in the module group are allocated to each module. In other words, we handle the workload of all
modules in the module group as a whole for each phase.

For team allocation, the constraints on increment-level continuity and novice teams are consid-
ered. The constraint on phase-level continuity is not violated in this phase because each developer
is fully allocated to all modules in a module group, and the constraint on sharing developers is
handled by two-level optimization itself. In the case of the constraint on the number of developers,
it is naturally conformed to by the team allocation because the appropriate number of developers
is assigned to each module group by optimization. In other words, if too many developers are
allocated to one module group, the estimated duration for other module groups may increase
because it implies that less developers are allocated to other module groups.

Note that the team allocation result is not the final result but the input of individual allocation.
Thus, the penalty in team allocation is not used for the final results, as they are considered again
in detail in individual allocation.

The usages of penalty for the two constraints are explained as follows:

o Constraint on increment-level continuity

When this constraint is violated in a module group mg in an increment i, a penalty is given in propor-
tion to the duration of the module group and the minimum number of added (#Of Added Devs)
and removed (#0f Removed Devs) developers. This is described as

Increment_Penalty(mg, i) = Duration(mg, i) X Increment_Penalty_Constant
Min(#0O f Removed Devs(mg,i),#0 f Added Devs(mg,i))
X .
#Of Developers(mg,i)

The Increment_Penalty_Constant is determined according to the organizational policy or the
project environment.

o Constraint on novice teams

When this constraint is violated in a module group mg in an increment i, a penalty is given in
proportion to the estimated duration for the module group. This is described in the following
equation:

Novice_Penalty(mg, i) = Duration(mg, i) X Novice_Penalty_Constant.
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The Novice_Penalty_Constant is determined according to the organizational policy or the project
environment. Note that the equation above is calculated only if violation occurs. Otherwise, it is
set to zero. The same rule is applied to other constraints.

5.2.2. Individual allocation. Using the allocation result from the team-level allocation, developers
of a team are allocated to modules in the module group for each development phase. Thus,
individual allocation is conducted for each module group. In this allocation, developers may be
allocated to multiple modules using slots, and participation rates for slots should be controlled for
optimization. In addition, the constraints on phase-level continuity and the number of developers
need to be considered. This section describes the design of perturb and cost functions supporting
these characteristics of the individual allocation as well as the initialize function.

e Initialize function for the individual allocation

In deciding an initial solution for the individual allocation, most parts of the heuristic algorithm
is the same as that of the team allocation. The main difference is in dealing with the constraint on
novice teams. As this constraint is applied in team allocation only, our approach does not consider
ranks of developers in individual allocation. In addition, if the number of developers in a team is
not enough to allocate each of them to only one module, each developer is allocated to multiple
modules using slots, and the equal participation rates are given to slots for each phase.

e Perturb function for individual allocation

For individual allocation, three kinds of perturbing operations are used here with equal probability:
exchange, move, and change participation rate. Exchange and move operations in individual
allocation are similar to those in team allocation, but they are applied to slots of developers. Thus,
these operations additionally choose a phase and slots in the phase randomly as well as developers
and modules in the individual allocation.

In addition to exchange and move operations, we additionally devised the change participation
rate operation for the individual allocation. This operation chooses two slots of a developer in a
phase, then adjusts the participation rates between the slots randomly while maintaining the sum
of participation rates to 100%. For example, if a developer has two slots in a phase which have
50% participation rate each, then they can be adjusted to 60 and 40%, or 30 and 70%.

If the participation rate for a slot is too small, it would not be practical. For example, if a
developer is allocated to a module with a participation rate of 1%, it may only cause communication
overhead. Therefore, our approach sets the lower bound of participation rates to prevent this
situation. This value needs to be determined according to the organizational policy or the project
environment.

e Cost function for individual allocation

In individual allocation, the cost function for a module group is refined as the maximum duration
among all modules. The duration of a module is estimated as the sum of duration and penalty
from violating the constraints for all phases. Given a module group MG, an increment i, and a
set of phases P, the following equations describe the cost function in the individual allocation:

Cost(i) = Max(Cost(MG(1),i),...,Cost(MG(n),i)) where n=|MG]|,
Cost(MG(j),i) = Max(Duration(M(1),i), ..., Duration(M (m), i))

where M(1),...,M(m)e MG(j) and m=|MG(j)|,

| P
Duration(M (k),i) = >_ (Duration(M (k), i, P(l))+ Penalty(M (k), i, P(1))).

Duration for a phase is the same as defined in Section 3. Penalty of a phase in developing a
module is decided as the sum of penalty for the constraints applied in individual allocation.
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For individual allocation, all constraints except the constraint on sharing developers are reflected
in the cost function. The constraints applied in individual allocation are described as follows:

o Constraint on phase-level continuity

When this constraint is violated in a phase of developing a module, a penalty is given in
proportion to the ratio of violating developers over the number of allocated developers. Given a
module m, an increment i, and a phase p, this is described as follows:

Phase_Penalty(m, i, p) = Duration(m, i, p) x Phase_Penalty_Constant
#OfViolating Developers(m,i, p)

#0O f Developers(m,i, p)

The Phase_Penalty_Constant is determined according to the organizational policy or the project
environment.

o Constraint on increment-level continuity

In applying this constraint in individual allocation, we considered the situation when some devel-
opers are moved to other teams in the second or later increments in team-level allocation. In this
case, other team members may help in the development of the module that the moved developers
were involved in. This is not allowed in the original form of the constraint as developers are added
and removed simultaneously. However, this could be acceptable in practice since team members
work together in developing modules in a module group which have characteristics similar to
each other. Thus, our approach allows moving developers within a team, while preventing moving
developers to other teams and adding developers from outside the team simultaneously. Given a
module m, an increment i, and a phase p, this constraint is applied as follows:

Increment_Penalty(m, i, p)

= Duration(m, i, p) X Increment_Penalty_Constant

Min(#0O f Removed Devs_OT (m,i, p),#0f Added Devs_OT (m,i, p))
X .
#0Of Developers(m,i, p)

#Of RemovedDevs_OT and #0fAddedDevs_OT represent the numbers of moved devel-
opers to other teams and added developers from other teams, respectively.
The Increment_Penalty_Constant is the same as described for team allocation.

o Constraint on the number of developers

To determine whether this constraint is violated, the appropriate number of developers first needs
to be determined for each module. In our approach, it is determined in proportion to the ratio of
the workload of the module over the workload of the module group. As the individual allocation
deals with phase level, the appropriate number of developers for a module is decided for each
phase. Given a module m, a module group mg which m belongs to, an increment i, and a phase
p, this is described as follows:

wload(m, i, p)

App_-Num(m,i, p)= ’7(1+buﬁfer) X x #of Developers(mg, 1, p)—‘ .

wload(mg,i, p)

In the equation, App_Num represents the appropriate number of developers.

We introduced an adjustment factor buffer in the equation because the number of developers
for a phase could be increased according to the effect of cooperation. For instance, if there are 10
developers and 10 modules with identical workload, a module should only be developed by one
developer without buffer, and cooperation is prohibited. The buffer value is determined according
to the project environment. We suggest that if the number of developers is much larger than the
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number of modules, one should set the buffer to zero or a sufficiently small value close to zero
because it is then possible to maintain independent developers for each module.

Based on the appropriate number for a module, we can determine whether this constraint is
violated. If the number of allocated developers to a module is larger than the appropriate number, a
penalty is given to the module. The penalty is in proportion to the number of excessive developers.
Given a module m, an increment i, and a phase p, this is described as follows:

Dev_Num_Penalty(m, i, p) = Duration(m, i, p) x Dev_Num_Penalty_Constant

X (#of Developers(m,i, p)—App_Num(m,i, p)).

The equation above is triggered only if violation occurs. Thus, there is no situation where
the penalty has a negative value. The Dev_Num_Penalty_Constant is determined according to the
organizational policy or the project environment.

o Constraint on novice teams

As this constraint is applied at the team level, the penalty value is calculated if and only if it
is violated in team allocation. Given a module m, an increment i, and a phase p, in the case of
violated team allocation, the penalty value is obtained as follows:

Novice_Penalty(m, i, p) = Duration(m, i, p) X Novice_Penalty_Constant.

The Novice_Penalty_Constant is the same as described for the team allocation.

6. CASE STUDY

We performed two kinds of experiments in this case study. The first experiment was conducted to
show the effect of different penalty settings. If the penalty constants of the constraints are set to
zero, the constraints are to be violated without any restriction. This may show the effect of other
approaches which do not consider the constraints introduced in this paper. If penalty is set very
high, we can observe any possible conflict between the constraints.

The second experiment was conducted to validate the effectiveness of our approach in the
schedule optimization. For the comparison, we used two benchmarks: the actual duration of a
project and the result from the heuristic used in the initialize functions.

6.1. Data collection

For this case study, the project data from the development of a government information system (over
10000 function points) were used. The system was developed using the incremental development
method, with increments by two. The system consists of 24 modules; 17 modules are assigned to
the first increment while 20 modules are assigned to the second increment. It means that some
modules are completed within an increment, whereas others are incrementally developed. The
modules are grouped into nine module groups by considering the functional relationships, size of
modules, and the actual allocation results in the project. The average number of developers was
39 (29 novices and 10 experts). Java or C++ was used for each module depending on the module
characteristics. Each developer participated in all the development phases of this project.

To gather productivity data, we carried out a survey of the five COCOMO II cost drivers,
and information about 22 of the 39 developers (16 novices and 6 experts) was retrieved. For the
experiments, we randomly replicated the collected information for the remaining 17 developers.

To obtain workload from the effort for each phase, we normalized the effort by the average
productivity of developers. As the effort is estimated by considering developers’ productivity, the
effect of productivity can be applied in a duplicated manner without normalization.

In addition, we gathered the information about planned duration and actual duration of the
project to compare them with the result from our approach in the second experiment.
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6.2. Experimental environment
The parameters used in the experiments are described as follows:

e Penalty constants and other parameters: These values are set after discussion with the experts
who participated in the project.

o Phase_Penalty_Constant: a maximum value, as the violation was not permitted due to the
organizational policy

o Increment_Penalty_Constant: 50%

o Dev_Num_Penalty_Constant: 10%

o Novice_Penalty_Constant: a maximum value, as the violation was not permitted due to the
organizational policy

o The number of slots for each developer: 2 for each phase

o The lower bound of a participation rate: 20%

o Buffer in determining the appropriate number of developers: 30%

e Parameters of ASA: These values are set after conducting initial experiments.

T (the initial temperature): 100

L(the number of internal loops): 500

M (the external loop control parameter): 8

N (the internal loop control parameter): 2000
o(the cooling factor): 0.95.

O O O O O

The algorithm was implemented in Java, and all computations were made on a Pentium IV
2.66 GHz computer.

6.3. Experiment 1: effect on different penalty settings for the constraints

6.3.1. Experimental design. In this experiment, we conducted the allocations with three different
penalty settings: expert-given penalty, no penalty, and maximum penalty. First, we performed
allocation using the penalty constants given by experts. This can produce the feasible allocation
result regarding the project environment.

In the allocation with no penalty, all penalty constants are set to zero. In this case, the allocation
result is produced without considering the overhead of violating constraints because no penalty is
given when the constraints are violated. In addition, we removed the consideration of the constraints
in the initialize functions. Thus, the result of this case represents the allocation approaches which
do not consider the human-related constraints proposed in this paper.

In the allocation with maximum penalty, all penalty constants are set to a maximum value. In
this case, the allocation is guided to conform to the constraints in a very strict manner. Thus, we
can observe the effect when the constraints are used as hard constraints which must be conformed
to. In addition, we can figure out whether there are conflicts between constraints. If any, the result
may become infeasible since the maximum penalty drastically increases the cost.

We obtained 30 allocation results for each penalty setting to prevent extreme case representation.

6.3.2. Results. The average of 30 allocations for each penalty setting is summarized in Table X.
The table shows the estimated duration in months and the percentage of violation for each constraint
from the individual allocation, which produces the final result. In the table, P, I, D, and N in the
second row represent constraints on phase-level continuity, increment-level continuity, the number
of developers, and novice teams, respectively. As previously mentioned, the constraint on sharing
developers is handled by the two-phase approach itself; thus, it is not shown in the table.

For the constraint on phase-level continuity, the percentages are calculated for developers (i.e.
the average percentage of violating phases of all developers). For the constraint on novice teams,
the percentages are calculated at the module group level (i.e. the average percentage of violating
module groups of all module groups) as they are applied in team allocation. For other constraints,
the percentages are calculated at the module level (i.e. the average percentage of violating phases
of all modules).
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Table X. Comparison of various penalty settings.

Violation (%)

Condition Inc. Duration (Mth) P 1 D N
No._ Inc.1 11.51 28.83 0.0 17.10 21.85
penalty Inc.2 10.66 50.67 61.46 28.25 45.19
Expert_ Inc.1 11.86 0.0 0.0 0.79 0.0
penalty Inc.2 11.48 0.0 15.83 3.67 0.0
Maximum_ Inc.1 12.05 0.0 0.0 0.0 0.0
penalty Inc.2 11.75 0.0 0.0 0.0 0.0

P: phase-level continuity/I: increment-level continuity.
D: the number of developers/N: novice teams.

In Table X, violation of the increment-level continuity constraint is zero for the first increment
since the constraint is only applied to the second or later increments.

In the result, the allocations with no penalty have the highest degree of violation for all
constraints. Violations occurred more frequently in the second increment as the project has more
modules in this increment. In the schedule perspective, the estimated duration was minimized in
comparison with those of other conditions because of no restrictions on the constraints. Although
the allocations with no penalty show the best schedule among the three conditions, it is hard to
use them in real project environments due to high violation rates for the constraints. In order to
illustrate this point, we applied the penalty constants given by experts to the allocations with the
no penalty condition. As the expert-given penalty constants represent the effect of the constraints
on the schedule of the project used in this case study, the possible effect of giving no penalty
can be shown by applying the expert-given penalty constants. As a result, the allocations were
infeasible in that they violated the constraints on phase-level continuity and novice teams which
were given maximum penalty. When we relaxed these constraints by setting the penalty constants
to 50%, which was the same as Increment_Penalty_Constant, the schedule for each increment
was increased to 15.5 and 19.45 months on average, respectively. This implies that allocation
approaches may produce impractical allocations if they focus on minimization of the total duration
using productivity-based calculations only.

When penalty constants are given by experts, it is observed that some constraints were sacrificed
for optimization, but the violations occurred less frequently than the allocations with no penalty.
This is quite obvious, because the penalty plays a role to guide the allocations to conform to the
constraints. In the schedule perspective, the allocations have longer estimated duration than the
allocations with no penalty. The difference is bigger in the second increment because the constraint
on increment-level continuity has restrained the diversity of possible allocations. However, since
the allocations were produced by considering the constraints, we can conclude that the allocations
in this condition are more practical than those with no penalty.

In the case that a maximum value is given to all penalty constants, the allocations strictly
conform to all the constraints. This implies that the constraints do not conflict with each other and
the constraints can be used all together as hard constraints. In addition, the required duration is
slightly longer than that of the second condition, but the difference is not very significant: increase
by 0.46 months out of 23.34 months. Thus, when it is difficult to set appropriate penalty constants,
we may use the constraints as hard constraints as the schedule of these allocations is reasonable
in comparison to those with other conditions.

6.4. Experiment 2: effectiveness of the approach in a schedule perspective

6.4.1. Experimental design. In this experiment, we compared the result from the allocations with
the expert-given penalty constants in the first experiment with the actual duration of the project
and the result from the heuristic used in the initialize functions.
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Table XI. Comparison of the result from our approach, the result from
the heuristic, and the actual duration.

Our approach

Increment Actual (Mth) Average (Mth) Best (Mth) Heuristic (Mth)
Increment 1 15 11.86 11.46 22.30
Increment 2 13 11.48 10.92 18.37
Total 28 23.34 22.38 40.67

The actual duration is used as a benchmark to judge the effectiveness of our approach in the
real-world environment. The actual duration of the project was the same as the planned duration
in the project.

The heuristic of the initialize function is used in this experiment as another benchmark for
the comparison. As the allocation in planning was performed according to the project manager’s
personal experience, and the planned schedule was forced to be kept, an additional benchmark
is needed to show the performance of the optimization. By comparing the allocation result from
our approach with that from this heuristic, we can observe the degree of improvement in our
approach. In addition, as the heuristic may represent the possible behavior of project managers,
we can anticipate the performance of manual allocation using the heuristic result.

6.4.2. Results. Results are shown in Table XI. Duration for each case is described in months.

In the best case scenario of our approach, it is shown that the duration can be reduced by 5.62
months (out of 28 months) compared to the actual duration. For further analysis, we conducted a
one-sample 7-test to show that our approach consistently produced a more efficient schedule than
the actual duration. The null hypothesis is that the average estimated duration of our approach
is longer than the actual duration. At 1% level of significance, the null hypothesis is rejected as
p=0.00. In comparison with the result from the heuristic, it is observed that our approach has
improved the schedule of the heuristic by about 45%. Thus, we can conclude that our approach is
effective in reducing the project duration.

In the case of the heuristic, there was much difference in the estimated duration among modules,
and this caused long duration. This shows the necessity of the optimization method in the allocation
problems.

e Discussion

As the resource allocation problem has high computational complexity, it is important to generate
efficient solutions in reasonable time. One of the goals in devising the two-phase procedure is to
reduce convergence time by partitioning the problem into team and individual allocations. Thus, we
conducted an additional experiment to compare the efficiency of computation. In the experiment,
whole modules were categorized into one group; thus only individual allocation was conducted. As
only one team was considered, the constraints on increment-level continuity, sharing developers,
and novice teams were not applied. While it took 4.36 min on average to generate an allocation
result in the original setting, 16.38 min were spent on average in the allocation with one module
group. This result shows the efficiency of the two-phase procedure of this approach. The average
schedule from the allocation with one module group was not better than that from the original
setting: 23.83 for the two increments.

6.5. Threats to validity

One issue that needs to be addressed for this case study is the replication of developer information
in data collection. As productivity information about all developers is not available, productivity
information collected for 22 developers is randomly duplicated for the remaining 17 developers.
Generally, the degree of optimization increases with an increasing number of developer profiles
because the diversity of solutions in the optimization is increased. Thus, we suggest that our
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approach might have produced better solutions in the case study if we could have obtained the
productivity of all the developers.

Another issue concerns the practical feasibility of the proposed solution. As additional constraints
can be found in practice, there could be some argument about the practical usefulness of the
proposed solution. We therefore discussed the practicality of the solutions with the experts partic-
ipating in the project and are in agreement that the proposed solutions are practical.

7. RELATED WORK

Resource allocation is a traditional research area in operations research and management science.
Many optimization techniques have been proposed, such as parallel machine scheduling, flow shop
scheduling, and job shop scheduling, to solve specific resource allocation problems [30]. Among
these techniques, unrelated parallel machine scheduling is the most similar to human resource
allocation in software projects because it can handle developers performing tasks in parallel, with
the productivity of each developer varying according to the task characteristics. Unrelated parallel
machine scheduling is known as NP-hard [22], and a number of approximation approaches and
heuristics have been developed [31-36]. However, directly applying these approaches to software
projects is not feasible because these approaches mainly deal with machine allocation and do not
take human-related characteristics into consideration.

In the field of software engineering, a number of approaches have been proposed to address
human resource allocation in software projects. Chang et al. [20] proposed optimizing human
resource allocation in software projects using genetic algorithm in order to minimize the total time
span, labor costs, and overtime with any given software project task network and developers’ skill
set. This approach does not, however, consider the different productivity levels of developers. In
addition, this approach may produce the case in which a developer’s time is fragmented over too
many tasks in allocation, which decreases the efficiency of project execution [7]. Their recent work
[5] improved the project scheduling by breaking down development tasks into smaller time-sliced
activities and allocating developers according to the time-line. This enables a more fine-grained
optimization of allocation. In addition, productivity according to experience and the effect of
learning in the projects are considered in the approach.

Alba and Chicano [21] proposed a similar approach to [20]. This approach optimizes the duration
and cost of a software project using genetic algorithm, and considers the working overtime of
developers and the skills required to perform tasks of a project. They performed various trade-off
experiments by devising an instance generator. Similar to [20], the limitation of this approach is
that it is not appropriate to deal with the different productivity levels of developers.

Duggan et al. [6] proposed optimizing the estimated duration and quality of software in the
implementation phase of software development by using different productivity factors for each
developer according to the required skills of each package, which is a unit of allocation. In addition,
this approach supports various options for package precedence, full team utilization, and cross-
communication overhead. In spite of these advantages, this approach also has some limitations.
First, it does not cover the entire software development life cycle. This approach may not be
appropriate if developers of previous phases are continuously involved in the implementation
phase because problems related to the continuity of allocation may arise. Second, this method
may produce a solution in which a developer’s time is fragmented over too many packages in
allocation, which increases the required effort.

Ngo-The et al. [19] provided an optimized human resource allocation approach for release
planning. Their approach optimizes the allocation with the two-phase method which combines
the strength of integer linear programming and genetic algorithm, hence the produced solutions
are close to the optimal solution. It also considers the different productivity levels of developers
according to the phases in allocation. However, this approach does not support collaboration as it
assumes that a task is performed by one developer only, with each developer working on one task
at a time. As it is frequently necessary to concurrently allocate developers to multiple tasks and to
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assign more than one individual to work cooperatively on a single task [7], this assumption may
lower the method’s practical usefulness. In addition, the method does not support the different
productivity levels of developers with respect to feature characteristics, which is needed to obtain
efficient solutions because developers’ productivity may vary according to the required skills of
each feature.

Barreto et al. [8] proposed a resource optimization approach which provides various trade-
off analyses for the cost, team size, and completion time by considering the salaries, skills, and
availability of developers. Similar to [19], it does not support collaboration among developers. In
addition, difference in productivity levels according to module characteristics is not considered in
this approach.

Xiao et al. [37] provided an approach to optimize multiple projects. It scores each project
based on the cost and schedule and obtains the optimized allocation for all projects using genetic
algorithm. This approach also does not support the different productivity levels as per the skills
required for each of the projects.

One of the common limitations of these approaches is the lack of consideration of human-related
characteristics in allocation. Some approaches deal with effect of learning [5] and communication
overhead from the number of developers in a team [5, 6, 8], but other characteristics such as
continuity of allocation, communication between different teams, and the role of team leaders
are not considered in the approaches above. Another limitation is that these approaches are not
validated with real project data, which makes demonstrating the effectiveness of optimization
difficult.

There are other approaches for dealing with the human resource allocation problem of software
development. Fenton et al. used Bayesian networks to help in resource decisions in software
projects [38]. Padberg explained the influence of human resource allocation strategies with a system
dynamics model [39], and proposed a probabilistic scheduling model for software projects [40].
Lee et al. suggested a resource management method using simulation modeling for multi-project
resource allocation [41]. Antoniol et al. proposed an approach for estimating the staffing level
for maintenance projects, using queuing theory [42]. For testing resource allocation, a number of
approaches have been proposed to optimize the staffing level in the testing phase [43—47]. These
approaches do not deal with allocation at the individual level, hence they are not appropriate to
determine who performs which tasks.

8. CONCLUSION

Human resource allocation is one of the crucial factors for success of a software project as relevant
allocation of human resources helps to maximize the efficiency of software development. However,
human resource allocation in software projects is very complex and depends on the characteristics
of developers. As these characteristics affect the efficiency of project execution, we consider
them as constraints of human resource allocation in our approach. We identified individual-level
constraints and team-level constraints based on the literature and interviews with experts. With
these constraints, our approach optimized the scheduling of human resource allocation through
a two-phase procedure. We showed that our approach can produce more realistic and efficient
allocation results.

In addition, we developed a guideline to estimate the productivity of developers based on
COCOMO II. This guideline supports various factors with respect to performing roles and module
profiles. As productivity data are hard to obtain and manage, especially for low-maturity organiza-
tions, our guideline can provide help in using human resource allocation approaches for software
projects.

Using real project data, we validated that our approach can effectively reduce the violation of
constraints and produce efficient allocation results. Also, it was shown that our two-phase approach
is efficient in reducing the time required in the optimization. The practicality of the allocation
result was confirmed by the experts participating in the project.

Copyright © 2011 John Wiley & Sons, Ltd. Softw. Pract. Exper. 2011; 41:551-577
DOI: 10.1002/spe



576 D. KANG, J. JUNG AND D.-H. BAE

Our approach provides the following advantages for software projects: first, more practical
human resource allocation can be provided since we apply software project constraints. Second,
the time to market of software projects can be accelerated through the optimization. Third, efficient
allocation can be obtained in a relatively short time with the two-phase approach.

More constraints related to human resource allocation of software projects can be applied
depending on organization-specific project environments. Hence, in the future research, we will
identify additional constraints and apply these to our allocation approach.
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