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Due to formatting differences, the difficulties of processing the textual disclosures and integrat-
ing them with quantitative financial data are well documented in the literature. Using a design
science methodology, this paper describes a method that automatically extracts relevant textu-
al data from annual reports published in Chinese. These extracted words are then mapped to a
knowledge framework we proposed. This paper shows that it is technologically feasible to re-
organize the MD&A contents into any given knowledge structure to improve the search capa-
bility, readability, and cohesiveness of the MD&A contents. Finally, we demonstrate a prototype
system that uses semantic web technology to achieve information integration that presents
XBRL formatted accounting data with relevant textual disclosures together to assist user deci-
sion making.
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1. Introduction

In this study, we propose and analyze a methodology to integrate textual disclosures with quantitative financial information
using automatic text analysis and a semantic web. Nonfinancial text-based information has been documented to be value relevant
(Antweiler and Frank, 2004; Tetlock, 2007; Previts et al., 1994; Abrahamson and Amir, 1996; Li, 2010; Brown and Tucker, 2011),
which has led to the Securities and Exchange Commission's (SEC) elicitation of publicly traded companies to prepare more mean-
ingful management discussion and analysis (MD&A) disclosures. The recent requirement of tagging footnotes in Extensible Busi-
ness Reporting Language (XBRL) documents provides further evidence that readers of financial reports demand more meaningful
and easily accessible textual information. As suggested by SEC Commissioner Gallagher (2013), “disclosure reform” is a prerequi-
site for capital markets to function effectively and efficiently.1 The emphasis of such reform is not to increase the amount of re-
quired disclosures. Rather, these disclosures should provide investors with a means to discern the most critical information. The
process of capturing, storing, and reusing various forms of unstructured knowledge, such as textual disclosures, often involves
transformation of such knowledge into semi-structured or structured documents (Huang and Kuo, 2003; Vasarhelyi et al., 2012).

Despite the call for companies' preparation of more meaningful disclosures, the increased amount of both quantitative and tex-
tual information creates an information overload (Plumlee, 2003; Sun, 2010) and causes users to ignore some textual and qual-
itative information because the information is not easy to process cognitively (Engelberg, 2008). This problem of ignoring or
underutilizing textual information in decision-making is also seen in XBRL-enabled financial reports. The SEC has required U.S.
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public companies to file their 10-K and 10-Q reports in XBRL format since 2009. This recent development in the U.S. GAAP Tax-
onomy (UGT) incorporates tags to be used for both financial data and nonfinancial information when submitting XBRL-formatted
financial reports. Currently, there are at least 10,000 tags (out of 18,500) in the UGT that are designed to be used for narrative
information.2 Prior research indicates most public companies use more than 1100 tags for footnote disclosure when submitting
their XBRL-based financial reports to the SEC under the “Level 4” detailed-tagging requirement (Blankespoor, 2012). Despite
the in-depth coverage of the attempts of XBRL tags to incorporate textual information, the current UGT does not cover any infor-
mation from MD&A.3 It also does not provide a solution to combine information from different sources or to present this infor-
mation in different formats. Theoretically, the textual information, such as the MD&A disclosures, has attributes in common
with what is presented in the quantitative sections of financial statements. These shared attributes can be extremely valuable be-
cause they complement each other in aiding users to cross-reference relevant data from different sources. Unfortunately, these
shared attributes cannot be linked because the textual information (mainly MD&A disclosures) is found in either PDF format or
within the block-tagged XBRL instance, while the quantitative financial information is available in XBRL format. The main purpose
of this paper is to describe a method to integrate the XBRL financial data and textual information from different sources. In addi-
tion, we demonstrate that this integrated information can be presented using a user-friendly interface to aid users' decision
making.

Our method demonstrates that a knowledge framework can be constructed and used to organize textual disclosures. The ex-
tracted words from footnotes and MD&A disclosures are mapped with quantitative, XBRL-formatted financial data automatically
using the algorithm we developed. Additionally, we use semantic tagging based on a Simple Knowledge Organization System
(SKOS) to integrate unstructured MD&A information with XBRL-instance documents to provide users with more complete infor-
mation when using financial reports in making decisions. Using annual reports of publicly traded companies in Taiwan,4 we dem-
onstrate an integrated system that semantically links textual information with financial data in XBRL format to provide users with
integrated information.

This paper contributes to the information integration literature in methodology. This study designs and demonstrates a proof-
of-concept prototype system that integrates previously scattered financial reporting line items, footnotes, and textual disclosures
in an annual report. In addition, this study contributes to the enhancement of emerging text analytics literature by applying au-
tomatic text analysis in the Chinese language. Unlike English and other Western languages, the Chinese language does not delimit
words by space (Peng et al., 2004), which makes the word segmentation and part-of-speech tagging challenging. Therefore, text
analytics should differ greatly between regions that primarily use Western languages (United States, England, France, etc.) and
regions that primarily use Chinese (China, Taiwan, Hong Kong, etc.). Because the Greater China Area plays an increasingly signif-
icant economic role in the global market today, it is essential and time-relevant to study how we can use current technologies,
such as text analytics, to retrieve and integrate business information in Chinese.

This paper has important practical implications. In addition to the algorithm that automatically extracts Chinese words and
maps with knowledge concepts in the extendable knowledge framework, the methodology we developed through this research
proves it is technologically feasible to reorganize the MD&A contents into any given knowledge structure to improve the search
capability, readability, and cohesiveness of the MD&A contents.

Our research follows the design science research (DSR) methodology (Gregor and Hevner, 2013; Hevner et al., 2004; Sedbrook
and Newmark, 2008) to first identify a challenge in integrating accounting information. However, the approach described in this
paper is not without limitations and as such provides future research opportunities. First, this paper is descriptive in nature that
its goal is to demonstrate “how things ought to be” (Geerts, 2011). We acknowledge that only a limited number of sample annual
reports are used to test our prototype system. The second limitation relates to the technical barrier that as the number of extract-
ed words from annual reports increases the system performance decreases dramatically. Finally, although the knowledge frame-
work proposed in this paper can be used to integrate financial and textual information, it may not be generalizable when a
different set of annual reports is used.

This paper is structured into the following sections. After the introduction is the second section that provides a summary of
prior research on the role of textual information and its impact on information integration. This is followed by a review of the
literature in text analytics and semantic web and a description of our methodology to solve information retrieval and integration
issues. Next, we present the two main activities of DSR: building and evaluating the proposed system design. Specifically, we il-
lustrate a system that combines Chinese text analytics and semantic web technologies to extract and integrate quantitative and
textual information. Finally, in the last section, we conclude this study and discuss future research directions.
2 We use 2015 US GAAP Taxonomy to count the numbers of tags. Please refer to http://www.fasb.org/cs/
ContentServer?c=Page&pagename=FASB%2FPage%2FSectionPage&cid=1176164649716 (accessed on April 14, 2016).

3 Please refer to https://www.sec.gov/rules/final/2009/33-9002.pdf (accessed on April 14, 2016).
4 We selected companies from Taiwan for this study because of the comparability of MD&A given the rules required by Taiwan's Financial Supervisory Commission

(the SEC equivalence in Taiwan). In Taiwan, filers need to follow a mandatory reporting rule as the general guidance in preparing annual reports, including the MD&A
section. The rule also recommends that preparers use a boilerplatewith predetermined subdivisions. Based on the boilerplate,most filers are directed to present a stan-
dardized knowledge structure in their MD&A. This particular institutional setting provides an opportunity for this research to demonstrate the possibility of
reorganizing the MD&A section using text analytics.
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2. Background

2.1. Textual information and text analytics

One of the goals of the narrative disclosure mandated by the SEC is to enhance the overall quality of financial disclosures by
adding more meaningful and descriptive information to financial reports. Normatively, these disclosures should be analyzed and
used to provide qualitative information about the company's performance (SEC, 2003, 2010). One such commonly referred-to dis-
closure is the MD&A, which allows investors to understand the company through the eyes of management. Such disclosures in-
form investors complementarily about the firm's future performance (Davis and Tama-Sweet, 2012; Sun, 2010; Bryan, 1997;
Vincent, 1999), economic conditions (Li et al., 2013), and exhibit higher timeliness and predictability of the firm's value, which
makes it a leading indicator of the firm's future performance (Liedtka, 1999; Maines et al., 2002).

Although the use of textual disclosures such as the MD&A is widely documented (Sutton et al., 2012), there are concerns about
using such information for decision-making. Professional standards, such as SAS No. 99, suggest that auditors evaluate MD&A dis-
closures to determine if there are “overly optimistic annual report messages.” Such “overly optimistic” disclosures should be con-
sidered a risk factor for potential fraud. Another issue surrounding textual disclosures is that both the MD&A content and
structure are not optimized, meaning the texts used by firms can be complicated and excessive, which contributes to inefficient
cognitive processing of the information. Engelberg (2008) concludes that text-based, qualitative information (i.e., “soft informa-
tion”) is valuable and relevant, but it could result in market anomalies, such as post-earnings announcement drift (Hirst et al.,
2004; Maines and McDaniel, 2000; Plumlee, 2003; Engelberg, 2008), because of the high information processing costs. In contrast,
quantitative information is “hard information,” which does not require much cognitive efforts to process, so it is more easily in-
corporated into users' decision-making process.

The nature of underutilized textual disclosures has triggered research on how to retrieve textual information from documents
automatically and with reasonable accuracy (Sutton et al., 2012; Brown and Tucker, 2011; Li, 2010; Fan et al., 2006). To achieve
satisfactory results, prior studies focus on automatic information retrieval (Garnsey, 2006; Shirata et al., 2011; Visa et al., 2000),
and subsequent information classification and knowledge management (Sutton et al., 2012; Boritz et al., 2013).

Brown and Tucker (2011) suggest that text analytics technology is one approach5 to analyze textual information. This technol-
ogy, such as automatic content analysis, allows system developers to achieve the goal of retrieving and quantifying textual infor-
mation for further processing. For example, Shirata et al. (2011) argue that simply relying on word frequency to extract
information from textual data sources is not enough to associate textual disclosures with bankruptcy predictions. They use natural
language processing to discriminate textual disclosure content made by bankruptcy firms with that of non-bankruptcy firms
through morphological analysis and the conditional probability algorithm. Using the automatic content analysis technique,
Boritz et al. (2013) analyze information technology weakness (ITWs) disclosures found in SOX Section 404 reports. After
extracting textual data on ITWs from original disclosures, Boritz et al. (2013) apply the bottom-up approach to categorize
terms and keywords used in ITW disclosures. The results are used to create a term dictionary to update automatic searches.

Humpherys et al. (2011) develop a classification algorithm to identify fraudulent disclosures by using a text analytics tool and
machine-learning techniques to analyze MD&A disclosures. The goal of text analytics is to discover and extract useful information
from unstructured textual sources to support human decision-making. Although automatic text analytics does not require data
organized in a quantitative format, these text data must be manipulated before they can be analyzed (Shirata et al., 2011;
Boritz et al., 2013). The textual data first have to be prepared so that the text analytics software tool can read the data. Followed
by retrieving text from the document depository, pre-defined decision rules are applied to extract useful textual information for
decision-making. Essentially, text analytics is a process of editing, organizing, and analyzing a huge amount of textual documents
in different formats (Sullivan, 2001). This process can be used to discover the hierarchical relations among key concepts, such as
who, what, when, and where information is typically found in textual documents. Such techniques are widely applied in areas
such as text extraction/retrieval, natural language processing, and computational linguistics (Cimiano, 2006).

Ultimately, text analytics is a technology used to transform unstructured, textual information into a more structured format so
that it can be processed by either human or software tools. Achieving a satisfactory accuracy rate is essential for subsequent anal-
ysis. In the data extraction and categorization step, this study follows the two-step approach developed in prior research (Fisher
et al., 2010; Boritz et al., 2013): (1) use software tools to extract textual data from company disclosures, and (2) categorize ex-
tracted data and prepare the data for further analysis. The complete methodology, including our approach to integrate textual
data with XBRL quantitative data, is described in section three.

2.2. Issues in information integration

As a response to the keen interest of market participants for more transparent and reliable information, many new rules have
been adopted worldwide to promote more accessible financial data. An example of such an initiative is the XBRL mandate in the
U.S. The SEC (2009) claims that the interactive data initiative promotes efficient data integration and automates regulatory filings
and business information processing. The role of the XBRL mandate on financial reporting and its effect on the SEC's filing pro-
gram are analyzed in Debreceny et al. (2005). Some empirical findings in the literature suggest that XBRL facilitates data
5 Brown and Tucker (2011) classify different ways to study the content of textual disclosures into three different approaches: (1) hand-coded content analysis,
(2) survey rankings, and (3) automated text analysis. Each approach allows researchers to associate the content of textual disclosures with other financial information.
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integration (Hodge et al., 2004). However, results of other empirical investigations on whether XBRL is able to reduce information
asymmetry are mixed. Kim et al. (2012) conclude that XBRL decreases information risk and information asymmetry in both gen-
eral and uncertain information environments. Yoon et al. (2011) find evidence that XBRL reduces information asymmetry in the
Korean stock market. Blankespoor et al. (2014) argue that XBRL actually creates an adverse selection problem in the capital mar-
ket. Specifically, their analysis indicates that more sophisticated investors in the market are more capable of using XBRL to inte-
grate and analyze publicly available financial information than their counterparts. Overall, XBRL in its current form emphasizes
standardizing quantitative information to minimize information processing costs; and empirical studies suggest that XBRL has
permanently changed how financial information is prepared, filed, disseminated, and used by stakeholders.

To fully utilize the power of integrated information, decision aids are usually designed and used to help with a variety of
decision-making tasks. Hodge et al. (2004) find that individuals who use XBRL-enhanced search engines are more likely to acquire
and to incorporate the textual information in making investment decisions. Ghani et al. (2009) report that, when performing in-
vestment decision tasks, XBRL would be more useful tool to rely on compared to PDF and HTML. Nelson and Taylor (2007) sug-
gest that information may have a greater effect on users' judgments if users are able to use technologies to perform the analysis
necessary to transform textual information in the footnotes as if it had been recognized on the statement.

Overall, prior research findings suggest that: (1) relevant information (in quantitative XBRL format or in qualitative textual for-
mat) can be extracted from different sources; (2) the accessibility or usability of information can be limited due to the unstruc-
tured formats used to present and disclose information; and (3) the decision aids designed to assist users in acquiring and
incorporating information can improve relevant decision-making tasks. This study builds on prior research surrounding XBRL to
propose a methodology that integrates both quantitative information (in XBRL format) and qualitative disclosures (in textual for-
mat) for decision-making.

2.3. Semantic web

Semantic networking has been used by cognitive psychologists to describe the human memory structure. It uses a graphical
notation to express the structure of human knowledge and serves as an expression of natural language. Semantic networking
can also be applied on the Internet. As a collaborative project led by the Worldwide Web Consortium (W3C), the semantic
web promotes the inclusion of more semantic content and creates a cross-platform framework that allows sharing and reusing
data from different applications. The goal of the W3C is to develop a web environment that is different from current text-
based unstructured web pages. During the web's early development stage, researchers placed more emphasis on resource discov-
ery by developing a solution to disseminate financial information accurately and quickly in a networked environment (Debreceny
and Gray, 2001). As XBRL has become a standard to facilitate the exchange of financial information, the challenge now is to place
XBRL in a broader semantic framework that integrates other data (e.g., the MD&A, sustainability reports, Internet forums) in the
business information supply chain (Alles and Debreceny, 2012; Vasarhelyi et al., 2012).

The Simple Knowledge Organization System (SKOS) data model provides a standard, low-cost migration path for porting
existing knowledge organization systems (i.e., unstructured web pages) to the content-rich semantic web. It is a common data
model, based on a Resource Description Framework (RDF), for sharing and linking knowledge organization systems through
the web (Debreceny and Gray, 2001). Using the SKOS model, conceptual resources (concepts) are identified with Uniform Re-
source Identifiers (URIs). These concepts are labeled with strings in one or more natural languages and are semantically related
to each other in informal hierarchies and association networks.6

Many knowledge-organization systems, taxonomies, classification schemes, and subject-heading systems share a similar struc-
ture and are used in similar applications. SKOS captures much of this similarity and makes it explicit, which enables data and
technology sharing across diverse applications. Therefore, in this study, we use SKOS to capture the necessary information inte-
gration between conceptualized textual narratives and formatted XBRL financial elements.

3. Method: design and development

We use an approach similar to Boritz et al. (2013) and the design science research (DSR) schema suggested by Gregor and
Hevner (2013) to illustrate our research design. Gregor and Hevner (2013) provide a taxonomy to classify potential DSR contri-
butions to the making of prescriptive knowledge. Their DSR framework posits that DSR contributes to new knowledge when a
new solution is proposed for a known problem. It is critical, however, for this type of research to clearly present and communicate
the new design. The contribution of our research design is the method that we used to associate tagged XBRL instances with rel-
evant knowledge found in textual disclosures. Traditional textual data exists in scattered paragraphs in a number of different dis-
closures that are very difficult to integrate systematically. O'Riain et al. (2012) suggest that the key to successfully achieving data
integration is semantic representation and semantic information access. That is, the two main tasks to integrate textual and nu-
meric data are (1) locating and categorizing textual data from different sources, and (2) creating linkage between the extracted
textual data concepts and the structured quantitative data. The former is achieved through text analytics, while the latter refers
to developing a mechanism that links textual and quantitative datasets in a Resource Description Framework (RDF). Accordingly,
in this study, we present the process of developing our prototype system in the following steps: (1) define a knowledge
6 http://www.w3.org/TR/2009/NOTE-skos-primer-20090818/ (accessed on January 19, 2016).

http://www.w3.org/TR/2009/NOTE-skos-primer-20090818/
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framework used to categorize textual data; (2) develop a systematic approach to automate text extraction; (3) convert XBRL tax-
onomy into a semantic web-based vocabulary dataset; (4) create the textual information vocabulary dataset; and (5) establish a
semantic link to connect financial and textual vocabulary datasets.

The advantages of applying this approach to integrate quantitative data with textual information are as follows: (1) Automa-
tion: users only need to exert minimum effort to locate financial and relevant qualitative data because the process is automatic;
(2) Task independence: the same approach can be applied to analyzing textual information other than MD&A, such as footnote
disclosures and audit opinions; (3) Cross-language applicability: although the demonstrated system is in traditional Chinese,
this approach can be easily modified to apply to other languages; and (4) Verifiability: we develop an objective evaluation meth-
od to verify the accuracy of the information integration, available both in the text mapping process and the presentation of results.
3.1. Step 1: define a knowledge framework used to categorize textual data

Step 1 in our model development is to construct a knowledge structure to organize textual disclosures. The knowledge struc-
ture can be constructed either through the integration of existing hierarchy (top-down approach) or clustering terms present in a
current set of documents to form a domain-specific knowledge base (bottom-up approach). For example, Sutton et al. (2012)
apply an existing Enhanced Business Reporting Consortium (EBRC) framework in an effort to structure the knowledge contained
in the MD&A disclosures. Garnsey (2006) uses the vocabulary present in official accounting pronouncements as the starting point
to group terms extracted from textual disclosures. Alternatively, Boritz et al. (2013) extract terms from SOX Section 404 disclo-
sures and use the bottom-up approach to construct the search dictionary for use in automatic text retrieval in later analyses.
Both the top-down and bottom-up approach are designed to allow researchers to efficiently and effectively extract textual data
and apply pre-defined rules to categorize previously unstructured, textual data for further analyses. Not only can knowledge con-
struction be used to map information extracted from textual sources, it can also be used to provide feedback to the extraction
process to enhance the relevance of the information that is being extracted from sources. Since a gold standard for building a tax-
onomy of annual report information does not currently exist, we manually create the knowledge structure in this study. Gómez-
Pérez et al. (2004) suggest that domain knowledge is needed to conceptualize the collection of terms without a hierarchical
framework. Based on SWOT analysis, balanced scorecard (BSC), and PwC's Business Value Reporting Framework (Eccles et al.,
2001), we create a five-level knowledge hierarchy that users can drill down to detailed concepts based on term associations.
This hierarchy is used later to categorize terms and concepts extracted from textual disclosures made by our sample firms.
3.2. Step 2: develop a systematic approach to automate text extraction

The main objective in Step 2 of our method is to form the keyword base for terms extracted from textual disclosures. We use
text analytics technology to segment words and to tag parts of speech (POS) in sentences and terms. In text analytics literature, a
“word” is often defined as the smallest element that can be used to create semantic or pragmatic content in natural language pro-
cessing. Similar to Li (2010) and Brown and Tucker (2011), we apply automatic text analysis in this research. Our automatic text
analysis process faces additional challenges due to the fundamental differences between the Chinese and English languages.

A Chinese word is composed of at least two Chinese characters, or a bigram. This creates a problem in automatic word seg-
mentation and tagging (Sproat and Emerson, 2003). One way to segment a Chinese word is to do so according to the number
of characters from a given sequence of text. An “n” gram sequence can thus be expressed in an “n-gram” Chinese word. For ex-
ample, a bigram can be “dong shi” (a two-character word, which means “a member of a board of directors”), and “tou zi zhe” (a
three-character word, which means “investors”) is an example of a trigram (3-gram sequence). To establish the keyword base, we
produce multiple n-gram words using the textual data from annual reports. However, not all n-gram words automatically seg-
mented from textual data are accurate. For example, a sentence such as “Risk assessment is one of the elements in evaluating in-
ternal controls” in Chinese can produce multiple bigram words with different meanings. This is due to the fact that Chinese lacks
morphological inflections that provide cues for word boundaries (Forst and Fang, 2009), and only some segmented bigram words
are meaningful and accurate, such as “risk,” “evaluation,” and “is one of the.” To obtain accurate n-gram words in this process, and
to improve the results, we use mutual information and term frequency to measure morphological intensity (Yang et al., 2000):

• First, we calculate the total number of characters from the back-end lexicon and use Nc to represent this number.
• Assuming that a special term that we are looking for is w (for example, “corporate governance”, i.e., “gong si zhi li”), and it is
composed of c1c2…cn Chinese characters (for example, w = c1c2c3c4; c1 = gong, c2 = si, c3 = zhi, and c4 = li) with f(c1), f(c2)…
f(cn) as its respective frequency, then the probability of each character in the word w can be expressed as:

f ðc1Þ
Nc

; f ðc2ÞNc
… f ðcnÞ

Nc
:

• Assuming each character in the lexicon is independent from each other, the probability of characters needed for the word w can
be expressed as:

f ðc1Þ
Nc

� f ðc2Þ
Nc

�…� f ðcnÞ
Nc

:



Fig. 1. An Excerpt of Hierarchical Association in SKOS (US GAAP Example). This is an excerpt of a partial fragment of a U.S. GAAP Taxonomy SKOS document based
on the principles of FASB's working draft of converting the U.S. GAAP Taxonomy into a SKOS document (O'Riain et al., 2012). This SKOS link is used to create a
vocabulary set for a financial reporting concept named “TechnologyServicesRevenue”. The concept name is defined in lines 6–8, the concept definition is defined
in lines 10–15, and the presentation label is declared in lines 17–19.
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• Similarly, if we can express the total number of words in the lexicon as Nw, and its frequency as f(w), then the probability of w
detected in the data text can be expressed as:

f ðwÞ
Nw

:

• The mutual information formula then can be expressed as the logarithm of:

f ðwÞ
Nw

= f ðc1Þ
Nc

� f ðc2Þ
Nc

�…� f ðcnÞ
Nc

:

The result is: MIðwÞ ¼ log2
ðNcÞn� f ðwÞ

Nw� f ðc1Þ� f ðc2Þ�…� f ðcnÞ .

A larger MI(w) means the probability that the word w detected is greater than the probability of each independent character
that composes the word being detected individually. This implies that characters are not independent from each other; rather,
they are associated and are composed as an n-gram word. In conjunction with the term frequency dictionary, this value can be
applied to obtain accurate terms from textual data.
3.3. Step 3: convert XBRL taxonomy into a semantic, web-based vocabulary dataset

Step 3 in our model development is to form a relationship between XBRL and instantiations of the annual report knowledge
structure. Spies (2010) suggests that the Ontology Web Language (OWL) can be used to represent the generally accepted account-
ing principles taxonomies in XBRL through the use of a set of logical principles of the business reporting metadata and classifica-
tion systems. Vasarhelyi et al. (2012) also suggest that knowledge from various sources can be embedded into OWL so the
concepts and relationships among information are organized and defined. In our model, the instantiated vocabulary dataset is
based on SKOS, the semantic web technology developed by W3C. SKOS is similar to OWL; it also uses the RDF schema to develop
structured, controlled, and domain-specific vocabularies. SKOS can be used to form a hierarchical knowledge structure and makes
the structure (i.e., the decision topic tree established in the previous step) machine-understandable. Compared to OWL, SKOS is
more suitable for semi-formal conceptualization7 such as a thesaurus-like structure, e.g., the XBRL taxonomy. For example,
SKOS is used by FASB to create the definitions and preferred labels for XBRL elements (FASB, 2012). Fig. 1 provides an excerpt
of a partial fragment of a U.S. GAAP Taxonomy SKOS document based on the principles of FASB's working draft of converting
the U.S. GAAP Taxonomy into a SKOS document (O'Riain et al., 2012).

In this example, a U.S. GAAP XBRL element “TechnologyServicesRevenue” is converted to a SKOS semantic link, which utilizes
the RDF schema to locate a financial reporting concept defined in the U.S. GAAP Taxonomy. This link includes semantic
7 WWW Consortium (W3C). 2008. Using OWL and SKOS. (https://www.w3.org/2006/07/SWD/SKOS/skos-and-owl/master.html; accessed on January 23, 2016)

https://www.w3.org/2006/07/SWD/SKOS/skos-and-owl/master.html


Fig. 2. An illustration of using RT to integrate a knowledge concept to XBRL elements. Panel A. RDF Tags: This example shows how knowledge concepts integrate
with XBRL elements. Respective knowledge concepts and XBRL elements defined in existing SKOS files are imported (lines 2–5) to create a target SKOS file, where
knowledge concepts and XBRL elements are linked. For example, in line 9–11 a knowledge concept “FinancialResource” is connected with XBRL elements:
AvailableSaleFinancialAssets, CshHand, FinancialAssetsCarriedCost, FinancialLiabilitiesCarriedCost, and HeldMaturityFInancialAssets (lines 13–17). Panel B. RDF
Graph: The graphical representation of the RT link that links the knowledge concept FinancialResource to XBRL elements is demonstrated in this figure.
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information such as the concept name (line 6–8), concept definition (line 10–15), and presentation label (line 17–19). This SKOS
link is used to create the vocabulary set for all financial reporting concepts. Each link can later be used to map with text extracted
from financial statements to provide the linkage between XBRL elements and keywords extracted from textual disclosures.

3.4. Step 4: create the textual information vocabulary dataset

In Step 4, we create a SKOS dataset for textual disclosures that are organized into the knowledge structure elements. In order
for the combined use of financial and nonfinancial information to improve the usefulness of reporting data, textual data needs to
be tagged so the contexts can be used and understood by a decision aid (Vasarhelyi et al., 2012). The semantic web technology
provides concept declaration and association mechanisms to define concepts, link related knowledge concepts, and build up the
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full knowledge structure. For example, SKOS provides the following association concepts to capture different types of semantic
relations:

(1) Equivalence: when two concepts have a horizontal association, the association is linked by either used for (UF) or to use
(USE).

(2) Hierarchical: When two concepts have a hierarchical association, it is represented by broader term (BT) or narrower term
(NT).

(3) Associate: When a concept is associated with a financial reporting item, it is linked by related term (RT).
(4) Lexical labels: Preferred label (prefLabel), alternative label (altLabel), and hidden label (hiddenLabel) are used to link con-

cepts. Lexical labels also have multilingual support.

3.5. Step 5: establish a semantic link to connect financial and textual vocabulary datasets

In the final step of building our integrated model, we use the “associate” relation (RT) to link knowledge structure terms
(textual data from MD&A) and XBRL elements (financial reporting concepts). The RT relation allows users to connect related
concepts. However, RT does not automatically form a “bi-directional” relation. Concerning the possibility of “cross-refer-
ence,” it is a better design to create a new dataset that declares no new concepts and only defines the bi-directional asso-
ciations between the two datasets. Therefore, we use “owl:imports” to import both the MD&A SKOS file and the XBRL
SKOS file and use RT to associate knowledge concepts and the related XBRL elements. Panel A in Fig. 2 provides an example
of this design (lines 2 to 5). The “owl:imports” element is used to import the two existing SKOS files (MDA.rdf for the MD&A
file and TW-GAAP.rdf for the XBRL elements) into the target SKOS so that the elements defined in the two existing files can
be used in the target SKOS. In the target SKOS, we create a “relation” (RT) between one defined element from the MD&A
SKOS and the other defined element from the XBRL SKOS using the “skos:relatedMatch” element. Lines 8 to 18 in Fig. 2 pre-
sents an example that shows when a sentence from MD&A disclosure has representative terms that are considered a “finan-
cial resource” in our knowledge structure, this sentence will be linked to the following XBRL elements:
“AvailableSaleFinancialAssets” (line 13), “CashHand” (line 14), “FinancialAssetsCarriedCost” (line 15),
“FinancialLiabilitiesCarriedCost” (line 16), and “HeldMaturityFinancialAssets” (line 17). The reported values of these XBRL el-
ements are linked to “financial resource” because the element label or definition contains one of representative terms. The
graphical representation of this semantic link is also shown in Panel B of Fig. 2. The RT association that links related textual
terms to financial reporting concepts allows users to connect from reading a financial reporting line item in the XBRL in-
stance document to related keywords in textual disclosures.

4. Results

Initially, we collected a random sample of 40 annual reports published in PDF format and their corresponding financial data
from Taiwan's Taiwan 50 Index (TW50) Stocks for the period between 2003 and 2005. Financial services firms are excluded
from this study. We extracted textual business information related to operations and strategies from the “letters to stockholders,”
“results of operations,” “analysis of sales by segments,” and “risk factors related to our business” sections of the PDF annual report.
The total number of raw data in extracted sentences from these 40 annual reports is 3507 sentences. To ensure the generalization
of our method, we further collected 20 PDF annual reports and XBRL instances from the TW50 between 2009 and 2012.8 The total
number of sentences from the new sample is 6167 sentences.

4.1. Result of step 1: define a knowledge framework used to categorize textual data

Following the hierarchy we describe in Section 3.1, we created a 5-level hierarchy that is used to categorize extracted terms
from textual disclosures:

Level 1: The first level in our financial reporting knowledge construct represents a firm's strengths and weaknesses (S/W) in
its strategies and operations, as related to its ability to compete in the industry, as well as the opportunities and threats (O/T)
from the external environment, such as labor market, economy, and changes in regulations. The S/W and O/T elements are at
the highest level in the hierarchy.

Level 2: Under Level 2, we identify four additional elements based on the BSC approach to performance measurement: finan-
cial, customer, learning and growth, and internal business process. According to BSC, to advance firm performance, managers
should focus on these four perspectives to create values for the organization, based on the guidance of the organization's vision
and strategy. Hence, at Level 2, we have eight elements (i.e., two elements at Level 1 times 4 elements at Level 2).

Level 3: At Level 3, we classify the eight elements into more detailed categories based on PwC's Business Value Reporting
framework. For example, the “Internal Process” element under S/W can be further classified as product innovation, operational
process, and customer service process. The “Customer/Market” element under O/T can be further classified into customer demand
8 We selected annual reports from 2009 to 2012 for our robustness test. Starting in 2009, Taiwan's SEC requires all publicly traded companies to file their annual re-
ports using XBRL. By selecting financial reports filed during this period, we could use readily available XBRL instance documents submitted by firms in our research.We
did not use annual reports after 2013 tomaintain comparability between our original sample and the new sample, because 2013was the first year Taiwan adopted IFRS.
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and industry supply, future trends in the industry development, firm strategies for future development, and competitors and mar-
ket competition. The selection of the 26 elements of this level is not as objective as are the selections made in the prior two levels.

Level 4: Level 4 categorization is performed after examining the textual portions of the sampled annual reports. We further break
down elements from the previous level. For example, the “Product Innovation” element in Level 3 is separated into R&D capability,
R&D process, R&D future trend, and manufacturing technology. Another example is the “Economy” element. At Level 4, it is separated
into five categories: overall economy performance, interest rate fluctuations, exchange rate fluctuations, money supply, and commod-
ity price level. There are a total of 33 elements in our Level 4 category.

Level 5: In Level 5, elements are broken down further to provide more details. For instance, “Operations” is broken down to
percentage of revenues from operations and market share. “R&D capability” is further separated into R&D goals, R&D investment,
and R&D results. The approach to selecting elements after Level 2 is more ad hoc, and there could be other elements to be chosen
in establishing the structure of the financial reporting knowledge construct.

4.2. Result of step 2: develop a systematic approach to automate text extraction

The 3507 sentences extracted from 40 annual reports between 2003 and 2005 formed our initial word database. We used the
Chinese Word Segmentation System for POS tagging, the system developed by the Chinese Knowledge Information Processing
(CKIP) project affiliated with Taiwan's National Archives Program. This system has a dynamic adaptive ability in discipline-
based lexicon building and an online real-time word segmentation feature. Using this system, the sentence, “Risk assessment is
one of the elements in evaluating internal controls” can be segmented to individual terms “risk,” “evaluate,” “is one of,” “internal,”
“control,” and “element.” The system also allows new lexicon building, so the new terms, “evaluate risks,” “internal control,” and
“compose elements” can be added to the lexicon and replace the original segmentation results.

After basic language units (words and sentences) were successfully extracted and segmented from annual report textual dis-
closures, we manually mapped each sentence with an element in the knowledge structure using the Vector Space Model (VSM)
described by Brown and Tucker (2011). Using a training sample of all textual disclosures from 10 randomly selected annual re-
ports, we manually mapped sentences to elements in the knowledge structure and constructed the concept feature vector. The
frequency of each term segmented from the textual data sources corresponds to a dimension in a space vector, which represents
the significance of this term on its particular dimension. In this study, we modify a commonly used Term Frequency/Inverse Doc-
ument Frequency (TFIDF) concept and use the Term Frequency/Inverse Concept Frequency (TFICF) approach to calculate the fea-
ture vector. This system indicates the importance of the term in its dimension and forms a feature vector that represents the
particular concept. TFICF is calculated as follows:

• TF (term frequency) is defined as the frequency of a term used to describe a concept:
where TFij = frequency of keyword j identified in concept Ci;
tj = number of times a keyword j appeared in concept Ci;
tall = number of all meaningful words in concept i;

• ICF (inverse concept frequency) is defined as an inverse of a word that emerges in all concepts. Because a unique, distinguish-
able term should not appear in every concept, the smaller CIF represents a more distinguishable term:
where ICFj = inverse of a word j that appears in all concepts;
N = number of all available concepts;
cfj = number of times the word j appears;

• WEIGHT (the weight assigned to a word that emerges in the vector space of concepts):
WEIGHTij = TFij × ICFj.

After the initial mapping of textual data using the knowledge structure, the system constructs the space vector for each sen-
tence. We followed the initial mapping with sentences and terms extracted from another set of 20 annual reports to gradually
train the software to achieve automation. When new sentences are added to the system, they are compared with the existing
concept feature vector. The degree of similarity is calculated using cosine similarity, which is a measure of the cosine of the
Table 1
Accuracy rates for semi-automatic mapping and automatic testing.

Panel A: 40 sample annual reports from 2003 to 2005

Hierarchy level 1 2 3 4 5

Cumulated number of elements 2 10 36 69 92
Accuracy rate Semi-automatic mapping training 1 77.83% 58.36% 46.77% 39.94% 37.42%

Semi-automatic mapping 87.12% 69.94% 60.11% 52.66% 51.30%
Automatic testing training 2 87.45% 74.71% 65.21% 58.37% 56.46%

Panel B: 20 sample annual reports from 2009 to 2012

Hierarchy level 1 2 3 4 5

Cumulated number of elements 2 10 36 69 92

Accuracy rate Automatic testing 90.08% 89.13% 88.67% 88.35% 72.04%



Fig. 3. An Excerpt of Hierarchical Association in SKOS (Taiwan GAAP example). This SKOS document demonstrates how an XBRL concept
“AvailableSaleFinancialAssets” is transformed into a semantic link that can be used to connect with knowledge concepts later.
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angle between two vectors (Salton and Buckley, 1988). The closer the cosine similarity to 1, the higher the similarity of the new
sentence to an existing concept. An expert panel with high domain knowledge verified the classification results. If the results
were correct, they were saved to the keyword database, which ensures the accuracy of automatic mapping. Finally, the remaining
10 annual reports were fed to the system without human intervention. Table 1 shows the accuracy rates of our mapping results.

Similar to prior research, we use the whole document as a unit to measure the accuracy (De Bruijn and Martin, 2002; Hui
and Yu, 2005; Chi, 2007), and we determine that the mapping is satisfactory if the accuracy rate is greater than 80% at any
hierarchical level. As reported in Panel A of Table 1, the accuracy rate at Level 1 is 87.45%, while the classification tends to be
ambiguous (not clear-cut) at lower levels.9

Additionally, we also use another 20 annual reports between 2009 and 2012 to conduct a robustness test. We apply the same proce-
dures as in the automatic testing process to determine the respective accuracy rates in the five levels. As reported in Panel B of Table 1, the
20 additional annual report samples achieve similar results, which is comparable to the result from the 10 sample reports at the automat-
ic testing process in thefirst phase. These additional annual reports from2009 to 2012 provide further evidence that themethodweused
in analyzing MD&A is generalizable using documents from different companies and with different accounting periods.
9 Prior studies indicate that other factors also may contribute to the low accuracy rate, such as insufficient training data or inaccurate initial classification.
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The two-phase implementation of our methodology demonstrates that the system evolves as the samples grow. Panel B of
Table 1 reports a significantly higher accuracy rate for all levels than that of Panel A of Table 1, particularly at the more granular
level-5 concepts.
4.3. Result of step 3: convert XBRL taxonomy into a semantic web-based vocabulary dataset

We use a SKOS editor, SKOSEd, to prepare the SKOS document to form a vocabulary dataset for Taiwanese GAAP XBRL taxon-
omy as we used Taiwanese public firms in our sample. For the sample annual reports from 2003 to 2005, we had to manually
create 30 XBRL instance documents using Fujitsu's XWand Instance Editor for firms selected for this study because Taiwanese
firms were not required to file XBRL-formatted reports at that time. However, we downloaded XBRL instance documents for
the sample annual reports from 2009 to 2012 (directly from the Taiwan Stock Exchange website), since Taiwan's XBRL mandate
started in 2009. This dataset is illustrated in Fig. 3.

SKOSEd is a plugin for Stanford Protégé 4.0 that allows users to create and edit thesauri (or similar artifacts) represented in
SKOS. As Fig. 3 shows, the root element of this SKOS is rdf:RDF (line 11), and we use the Commission for the Management
and Application of Geoscience Information (CGI) register name space to ensure its publicity, as it is shown as
“urn:cgi:classifierScheme:CGI:TW-GAAP-XBRL:201,312” in the root element declaration. The “urn:cgi:classifierScheme:CGI:” iden-
tifies the register of vocabularies that contain terms used to populate property instances in any datasets maintained by CGI model.
The aims of CGI are to enable the global exchange of knowledge about geoscience information and systems, which automatically
comprise those globally adopted XBRL taxonomies. In lines 26 to 47 we define a SKOS concept using a Taiwanese GAAP Taxonomy
element: “AvailableSaleFinancialAssets-Current.” The definition of the concept in Chinese (lines 31 to 34) and in English (lines 36
Fig. 4. Linking Textual Information with XBRL Elements using SKOS This example shows the software tool used to semantically link XBRL element with concepts
defined in the knowledge framework.
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to 41), and the label (lines 44 to 45) provide a complete SKOS declaration of this XBRL element. As explained in Section 3.5, this
file is later imported to the SKOS semantic link to be integrated with the SKOS file containing textual data from MD&A disclosures.

4.4. Result of step 4: create the textual information vocabulary dataset

Organizing all concepts from our five-level knowledge hierarchy to form an SKOS vocabulary dataset is the main objective in
this step. As Fig. 4 illustrates, we first used the “hierarchical” relation (BT and NT) to organize concepts and terms in our five-level
knowledge structure. The left panel in Fig. 4 shows an example of this hierarchical relationship between Strengths and Weakness
in Finance (Finance SW) and Financial Resource. Financial Resource is a narrower term (NT) of FinanceSW in our knowledge
structure, while FinancialSW is a broader term (BT) of Financial Resource. Furthermore, the middle panel in Fig. 4 shows the as-
sociate (RT) semantic link: five XBRL elements (FinancialAssetsCarriedCost, CashHand, FinancialLiabilitiesCarriedCost,
HeldMaturityFinancialAssets, and AvailableSaleFinancialAssets) are linked to the knowledge structure element
“FinancialResource.” Finally, all concepts and terms are labeled in English (using prefLabel) and in Chinese (using altLabel), as
demonstrated in the right panel of Fig. 4.

4.5. Result of step 5: establish a semantic link to connect financial and textual vocabulary datasets

Both textual data extracted from annual reports and XBRL instance documents are stored in a relational database. We selected
the top 20 terms based on the feature vectors that are associated with financial reporting concepts to build semantic links be-
tween hard and soft information. The determination of how to associate related concepts and XBRL elements depends on “key-
words matching.” Each concept feature vector is comprised of various related terms. Then we match those terms from textual
disclosures to the labels of each XBRL element and the element definition described in the SKOS dataset. For a given feature vec-
tor, once its “representative” terms match any terms shown in the labels of any XBRL elements or the SKOS definitions, the asso-
ciation is determined. Table 2 provides a list of four links identified in this study.

For example, the first link in Table 2 shows that when a user reads a paragraph about “revenue” in the annual report, if this
paragraph contains any representative terms (such as operation, income, sale, and revenue), the system will provide a SKOS link
to related accounts and additional disclosures. These related XBRL elements could be operating revenue, gross and net sales, other
Table 2
Key terms in knowledge tree and related XBRL elements.

Selected tree elements
(used in SKOS)

Selected representative terms Related XBRL elements

Revenue
(StrengthAndWeakness\
Finance\Financial
Performance\Revenue)

operation, income, sale, revenues, total revenues • Operating revenue (tw-gaap:OperatingRevenue)
• Sales (tw-gaap:Sales)
• Net sales (tw-gaap:NetSales)
• Service revenue (tw-gaap:ServiceRevenue)
• Rental revenue (tw-gaap:RentalRevenue)
• Repairs and maintenance revenue (tw-gaap:
RepairsMaintenanceRevenue)

• Notes related to revenue recoginition
(tw-gaap:NotesAccountingPolicyRevenueRecognition)

Earnings per share
(StrengthAndWeakness\
Finance\Financial
Performance\Earnings
PerShare)

net income, income, net profit, profitability • Primary earnings per share (tw-gaap:PrimaryEarningsPerShare)
• Diluted earnings per share (tw-gaap:DilutedEarningsPerShare)
• Net income (Loss) (tw-gaap:NetIncomeLoss)
• Cash dividends of preferred stock
(tw-gaap:CashDividendsPreferredStock)

• Number of shares (tw-gaap:NumberShares)
Financial resource
(StrengthAndWeakness\
Finance\Financial
Resource)

cash flow, financial assets, financial instruments,
long term investment

• Cash and cash equivalents (tw-gaap:CashCashEquivalents)
• Total financial assets measured at fair value through profit or
loss — current
(tw-gaap:FinancialAssetsMeasuredFairValueProfitLossCurrent)

• Total available-for-sale financial assets – current (tw-gaap:
AvailableSaleFinancialAssetsCurrent)

• Total Held-to-maturity Financial Assets – Current
(tw-gaap:HeldMaturityFinancialAssets-Current)

• Notes related to financial instruments
(tw-gaap:NotesFinancialInstruments)

Proportion of revenue operation, income, sale, revenues, total revenues • Operating revenue (tw-gaap:OperatingRevenue)
• Sales (tw-gaap:Sales)
• Net sales (tw-gaap:NetSales)
• Service revenue (tw-gaap:ServiceRevenue)
• Rental revenue (tw-gaap:RentalRevenue)
• Repairs and maintenance revenue (tw-gaap:
RepairsMaintenanceRevenue)
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types of revenue, and notes on significant accounting policies related to revenue recognition. This list of semantic links can be ex-
tended to include new terms, which allows flexibility of the system and better supports decision-making.
4.6. The system demonstration

After we applied the 5-step processes described in earlier sections, the test of the validity of our design (Gregor and Hevner,
2013) in demonstrated in this section. When users read the description of a firm's strategies in the annual report, they need to
manually look for supporting financial data to verify the success of operating strategies. This process usually takes time and dif-
ferent file formats to create additional information processing barriers. The methodology proposed in this study solves this infor-
mation processing problem by creating hyperlinks from classified textual information that takes users directly to related financial
reporting line items stored in the associated XBRL instance document. This design allows efficient information processing.

Fig. 5 provides an example of AU Optronics Corporation's (NYSE: AUO) 2003 annual report to demonstrate how the integrated
system works. Panel A in Fig. 5 shows the unstructured textual data from the annual report in the original PDF format. The clas-
sification of textual data to our knowledge structure provides soft information that is easier to access for users (Panel B in Fig. 5,
left frame). When a user clicks the “Revenue” hyperlink, the system pulls related textual disclosures that are scattered across the
“letter to shareholders” and “Management Discussions and Analysis” sections and displays the content in the right frame (Panel B
in Fig. 5, right frame). These originally scattered pieces of information can now be found under the hierarchy of Strength and
Weakness N Financial Performance N Revenue. Further, these textual disclosures are semantically linked to actual financial data.
When users click the hyperlinked terms “revenue” in the right frame of Panel B in Fig. 5, the system responds with information
about the 2003–2005 net income and related account balances, such as earnings per share, results of financial ratio analysis, ROA,
and ROE (Panel C in Fig. 5).
5. Conclusions and discussions

This study adopts a DSR approach to propose a new way to integrate soft information with hard information using text ana-
lytics and semantic web techniques to address the inefficient manual processing of hard/soft information in traditional annual re-
ports. The automatic process that links information from different locations in the annual report potentially leads to the detection
of new associations between existing disclosures previously not found by users. The linking of hard/soft information has multiple
implications for the users of financial reports.

First, the text analytics techniques applied in this study allow previously unstructured textual data to be presented in a knowl-
edge structure, which removes the need to manually review and search for information presented in textual format. This infor-
mation retrieval process decreases the amount of time needed to gather information and increases the relevance of
information used to support decision-making. Second, we integrate information from financial reporting line items, footnotes,
and textual descriptions that were previously scattered in an annual report. By doing so, users can extract the most relevant in-
formation to support their decision-making and to create different business reports to meet their specific needs. Third, one reason
that nonfinancial information has not played the critical role in decision making that it deserves is its high information-processing
cost. The use of technologies such as text analytics and XBRL can reduce processing cost significantly, which encourages the finan-
cial reporting community to consider how business reporting should be produced and disseminated.

The new reporting framework considers the relevance of soft business information and how it can be used to improve efficien-
cy in providing useful information for decision-making. Although the PDF format of annual reports makes these reports readable
to human eyes, it creates an information-processing barrier for machines. The XBRL detailed footnote tagging of textual informa-
tion promotes the usability of soft information. However, the supplementing and complementing of soft information cannot be
fully utilized until it is cross-referenced with financial report line items. The system presented in this study is an extendable pro-
totype that is designed to link soft business information with financial data. This system can be extended to other forecasting
models, such as earnings quality analysis or stock pricing forecasts. The classification schemes also can be modified to include
other classification hierarchies to analyze unstructured textual data in different domains.

This study has the following limitations. First of all, this paper is descriptive in nature and our concept-testing sample size is
very small. As we demonstrated in our results section, higher accuracy can be achieved by increasing the sample size. However,
one technical barrier worth noting is that as the number of words increases, the system performance reduces dramatically since
the TFIDF vectors will become larger and larger. One solution could be to migrate the system to the cloud to mitigate the technical
risks caused by the limited computing capacity in our premise system. In addition, the knowledge structure used in this study to
classify soft information is based on the domain knowledge of the authors. By definition, the prior knowledge comes from profes-
sional training and experiences may not be replicable (Roberts, 1991). Although the result of this research may not be generalized,
the framework and approach proposed can be used to create other knowledge structures as well as illustrate the capability of our
model to link soft business information and numerical financial data.
Fig. 5. Integrated Financial and Nonfinancial Information. Panel A shows the original annual report in PDF format. When an user clicks a concept “Revenue” (Panel
B) the system pulls related textual disclosures (right frame of the Panel B). Hyperlinks in textual disclosures take users to related financial data previously found in
XBRL instances (Panel C).
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