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Abstract—This paper proposes a distributed noise resilient
control technique for voltage and frequency synchronization
in inverter-based AC microgrids. Existing cooperative control
techniques assume ideal communication among inverters. The
effect of additive noise in communication links among inverters,
and between the reference signal and inverters, on the syn-
chronization process, is studied. Distributed least mean-square
solutions estimate the reference set points, and a local least mean-
square algorithm estimates neighboring inverter frequencies and
voltages. The efficacy of the proposed solution, for an islanded
microgrid test system under the additive noise in reference
communication links and links connecting neighboring inverters,
is evaluated for a modified IEEE 34-bus feeder system. An upper
bound for the noise-induced deviation in the consensus parameter
is analytically derived and verified by the simulated testbed.

Index Terms—AC microgrids, cooperative control, distributed
control, distributed estimation, noise, secondary control.

NOMENCLATURE

A Adjacency matrix of the communication graph.
L Laplacian matrix of the communication graph.
gi Pinning gain associate with inverter i.
G Diagonal matrix of pinning gains.
xi State vector for dynamics of inverter i.
ωi Output frequency of inverter i.
Vi Output voltage of inverter i.
ωref Reference frequency.
vref Reference voltage.
ωni Frequency set point in droop control of inverter

i.
Vni Voltage set point in droop control of inverter i.
evi Voltage error term in cooperative secondary con-

trol for inverter i.
eωi

Voltage error term in cooperative secondary con-
trol for inverter i.

rrefi
Noise in link between reference and inverter i.

rij Noise in link between inverter i and inverter j.
ω̄ref,i Local estimate of reference frequency at inverter

i.
ω̄j Local estimate of inverter j frequency at inverter

i.
Ri Noise parameter associated with the communi-

cation links in between inverters.
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Fig. 1. Incorporating communication noise in distributed control of AC
microgrids: a) Multi-inverter AC microgrids; b) Graphical representation of
information exchange among inverters.

Ro Noise parameter associated with the communi-
cation links between inverters and the reference.

σ2 Noise variance.

I. INTRODUCTION

Autonomous inverter-interfaced AC microgrids are finite-
inertia power systems that are islanded (isolated) from the
main grid. In a microgrid control hierarchy [1]–[3], the
primary control maintains the inverter output voltage and
frequency, usually through droop mechanisms at each inverter.
The secondary control ensures synchrony of voltage and
frequency variables among inverters by setting the set points
for the primary control. The conventional centralized sec-
ondary control [4]–[6] requires point-to-point communication,
exposes a single point-of-failure, and increases complexity.
Alternatively, distributed control strategies are inspired by
spatially-dispersed microgrids, and utilize a sparse communi-
cation network to exchange information among inverters [7]–
[11], as seen in Fig. 1.

Existing distributed control paradigms assume an ideal,
noise-free communication among inverters. In practice, the
communication channels will be corrupted by additive noise



1949-3053 (c) 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TSG.2016.2569602, IEEE
Transactions on Smart Grid

2

[12]. For example, in wireless communications, an additive
noise will be generated in the receiver front end and surround-
ing noise picked up by the antenna. Environmental causes, e.g.,
rain, can also introduce noise in to communication channels.
The additive noise associated with electronic components and
amplifiers at the receiver end is classified as thermal noise
and statistically modeled as Gaussian in nature [12]. Without
loss of generality, in this paper, noise is considered to be
zero mean white Gaussian. Consensus on the desired set point
is not warranted in the presence of noise [13]. Noise could
especially disrupt the frequency synchronization. Given the
nominal threshold of ˘ 0.05 Hz on frequency deviation [14],
small deviation can adversely affect the sensitive electronics
loads, while larger deviations can lead to circulating currents
and, can potentially, destabilize the microgrid.

The effect of noise and distributed estimators for a noisy
multi-agent system have been studied in [15], [16]. ADMM
is an iterative algorithm to solve convex minimization prob-
lems that combines decomposability of dual descent with the
faster convergence property of the method of multipliers. The
distributed least mean-squares algorithm (DLMS) method is
adopted in this paper in contrast to other distributed estima-
tion approaches [17], [18], as it offers robustness and fast
convergence rates, and relies on a single-hop communication
among agents [19], [20]. The initial work of the authors in [21]
had considered the communication noise only in the reference
signal linked to the leader inverter (i.e., the pinned reference
link). This paper generalizes the concept and considers ad-
ditive communication noise in all the communication links
among all inverters. The effect of additive communication
noise is reduced by incorporating a distributed estimation
technique in secondary cooperative control. It uses the same
communication topology employed in the cooperative control
for decentralized estimation in the presence of noisy data. The
DLMS algorithm is used to estimate the reference set points,
and a local LMS algorithm estimates the neighboring inverter
frequency and voltage.

This paper is organized as follows. Section II provides
preliminaries of graph theory. Cooperative control of inverter-
based microgrid are presented in Section III. In Section IV,
a distributed scheme estimates the reference and neighbor’s
signals corrupted with an additive noise. An upper bound
on the noise-induced deviation from the consensus value is
obtained in section V. Case studies, using a 34-bus IEEE feeder
network augmented with six inverters, are presented in Section
VI. The conclusion is drawn in Section VII.

II. PRELIMINARY OF GRAPH THEORY

The communication network among inverters 1, 2...N is
represented by a graph Gr “ pO,Eq, as shown in Fig. 1(b).
O “ to1, o2, ..., onu is a set of n nodes or vertices cor-
responding to each inverter. E is a set of edges or arcs,
where each edge from oi to oj is denoted by poi, ojq. Ni is
the set of inverters providing information to inverter i, also
referred to as its neighbors. The graph can be represented
by an adjacency matrix A “ raijs, with weights aij ą 0 if
poi, ojqεE, otherwise aij “ 0. The diagonal in-degree matrix
is defined as D “ diagtNiu.

The graph Laplacian matrix, L “ D ´ A, includes
distributed system properties, e.g., the convergence rate.
A path from node i to node j is a sequence of edges
poi, okq, pok, olq, ..., pom, ojq. A graph is said to have a span-
ning tree, if there is a root node with a path from that node to
every other node in the graph. If a graph has a spanning tree
which implies that the communication graph is connected, the
Laplacian matrix eigenvalue λ1 “ 0 is a simple eigenvalue
[22]. The solution to Lω “ 0 can be written as ω “ c1,
where c is a constant. Thus, synchronization is guaranteed as
long as the communication graph has a spanning tree.

A leader node can be connected to some nodes (at least to
one root node) by unidirectional edges. The nodes connected
to the leader node and the corresponding connecting edges are
called pinned nodes and pinning edges, respectively. A gain
is assigned to each pinning edge, e.g., gi is the pinning gain
from the leader to the node i. The pinning gain is zero for an
unpinned node. The pinning gain matrix is G “ diagtgiu.

III. COOPERATIVE CONTROL OF AC MICROGRIDS

A. Dynamic Modeling of Inverters

In this section, the nonlinear large-signal inverter model
is explored. Moreover, preliminaries of cooperative control
strategy for the secondary control of AC microgrids is pre-
sented, assuming ideal communication among inverters. This
drawback is addressed in the next section. Figure 2 shows the
block diagram of inverter-based AC microgrids. The dynamics
of DC bus voltage and switching harmonics are usually
neglected [23], [24]. The large-signal dynamical model of an
inverter, with internal control loops, is adopted from [24]

$

&

%

dxi

dt
“ fipxiq ` gpxiqui

yi “ hipxiq

, (1)

where the state vector is

xi “ rδi, Pi, Qi, φdi, φqi, γdi, γqi, ildi, ilqi, vodi, voqi, iodi, ioqis .
(2)

The reference frame of one inverter is considered as the
common reference frame ωcom. The angle of other inverters,
ω, is found from

dδi
dt
“ ω ´ ωcom. (3)

The inductive load dynamics are modeled as

#

diload,d

dt “ ´
Rload

Lload
iload,d ` ωiload,q `

1
Lload

vbd
diload,q

dt “ ´
Rload

Lload
iload,q ´ ωiload,d `

1
Lload

vbq
. (4)

The equations (1)-(3) represent the dynamic modeling of the
inverter and inductive loads used for analysis and simulation
purposes.

B. Cooperative Control of AC Microgrids

Decentralized droop techniques are conventionally em-
ployed for the primary control assuming inductive power
distribution networks
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Fig. 2. Cooperative control of inverter-based microgrids.

"

ωi “ ωni ´mpiPi

vmag,i “ Vni ´ nqiQi
, (5)

where vmag,i and ωi are the reference voltage and frequency
provided for the internal control loops. ωni and Vni are the
set points for the primary control in (5). Pi and Qi are the
inverters’ active and reactive powers. mpi and nqi are the
droop coefficients evaluated based on the inverter ratings.

The secondary control provides ωni and Vni in (5), to
synchronize the terminal voltages and frequencies of each
inverter to the reference values. This can be achieved by
each inverter exchanging data only with its neighbors on a
communication graph. The voltage error term is obtained by
cooperation among inverters based on [9], [24] to update Vni

eviptq “
ÿ

jPNi

pviptq ´ vjptqq ` gi pviptq ´ vrefq , (6)

where vi and vj are the voltages of the inverters i and j,
neighboring on the graph. To ensure consensus, some inverters
are pinned with reference values. The pinning gain gi ě 0 is
the weight of the edge connecting inverter i with the reference
vref . Likewise, the cooperative frequency control law to update
ωni based on [9], [24] is

eωi
ptq “

ÿ

jPNi

pωiptq ´ ωjptqq ` gi pωiptq ´ ωrefq , (7)

where ωi and ωj are the frequencies of inverters i and j
on the graph. The pinning gain is non-zero for the inverters
connected to the reference frequency ωref . The overall block
diagram of the distributed cooperative control is shown in
Fig. 2. This cooperative secondary control ensures synchro-
nization of inverter frequencies and output voltages to the

Fig. 3. Probability distribution function of noise (white gaussian).

reference set points, but assumes ideal communication and
neglects the inevitable presence of noise in the communication
channels.

IV. DISTRIBUTED NOISE REDUCTION

In this section, a fully distributed approach is proposed to
estimate parameters communicated for the secondary control
between the neighboring inverters, as well as the pinned
inverters and the reference signals.

A. Communication Noise

The pinning and communication links among inverters are
assumed to be corrupted by noise that is zero-mean Gaussian.
The probability distribution function of this noise signal with
variance σ2 is shown in Fig. 3 and given by

ppnoiseq “
1

?
2πσ2

exp

ˆ

´
noise2

2σ2

˙

. (8)

The proposed algorithm is general and not restricted by the
noise type. However, to streamline the analytics, the noise
is considered to be zero-mean. Otherwise, methods such as
sample averaging [25] can render the noise zero mean. The
links between the pinned inverter i and the leader node
has a zero-mean additive noise rrefi

ptq, with a covariance
Cro :“ Errref,iptqrref,iptq

T s, received at inverter i. The cor-
rupted reference frequency and voltage signals for the pinned
inverters are

"

ωref,iptq “ ωref ` rref,iptq
vref,iptq “ vref ` rref,iptq.

(9)

The communication links among inverters have a zero-
mean additive noise rijptq, with a covariance Crij :“
Errijptqrijptq

T s, received at the inverter j from the inverter i.
The corrupted reference frequency and voltage signals are

"

ωijptq “ ωi ` rijptq
vijptq “ vi ` rijptq.

(10)

B. Signal Estimation Under Noisy Communications

In presence of communication noise, synchronization of
voltage and frequency terms might not be properly achieved.
Fully-distributed estimation techniques [19], [20] are modified
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to address the presence of additive noise. The presence of
noise in communicated frequency terms is considered; the
same discussion can be extended to the voltage terms. The
frequency reference set point is communicated to pinned in-
verters. These local reference set points ωref,1, ωref,2, ..., ωref,N

are corrupted by the additive noise. For synchronization of
inverter frequencies, it is necessary to estimate the reference
frequency set points from the corrupted local frequency set
points using a LMS estimator. The centralized LMS estimator
is given by

ω̂refptq “ arg min
ω̄ref

Er||ωrefptq ´ ω̄ref ||
2s

“ arg min
ω̄ref

N
ÿ

i“1

Erpωref,iptq ´ ω̄refq
2
s, (11)

where Er||ωrefptq´ ω̄ref ||
2s is the estimate of the mean-square

error. The distorted and estimated reference frequencies are
denoted by ωrefptq and ω̄ref , respectively.

A distributed solution can be formulated, using local
optimization and distributed implementation of (11). The
global variable ω̄ref is replaced by its local estimates
ω̄ref,1, ω̄ref,2, ..., ω̄ref,N. A separable formulation, that adheres
to the communication graph connectivity, is

tω̂ref,iptqu
N
i“1 “ arg min

ω̄ref,i

N
ÿ

i“1

Erpωref,iptq ´ ω̄ref,iq
2
s

subject to ω̄ref,i “ ω̄ref,j , i P N, j P Ni (12)

where ω̄ref,i and ω̄ref,j are the local estimates of reference
frequency at inverters i and j, respectively. If the commu-
nication graph is connected, the constraints ω̄ref,i “ ω̄ref,j

in (12) impose consensus on the local reference frequency
estimates. We solve (12) in a distributed manner using the
Alternating Direction Method of Multipliers (ADMM) [26]. To
facilitate application of ADMM, auxiliary variables s replace
the constraints in (12) with

ω̄ref,i “ si ; ω̄ref,j “ sj , i P N, j P Ni (13)

Lagrange multipliers ra, bs :“ aji , b
j
i , and the auxiliary vari-

ables, are used to form a quadratic Lagrangian function

Lrω̄ref , s, a, bs “
N
ÿ

i“1

Erpωref,iptq ´ ω̄ref,iq
2
s

`

N
ÿ

i“1

ÿ

jPNi

”

paji q
T pω̄ref,i ´ siq ` pb

j
i q

T pω̄ref,i ´ sjq
ı

`

N
ÿ

i“1

ÿ

jPNi

c

2

“

||ω̄ref,i ´ si||
2 ` ||ω̄ref,i ´ sj ||

2
‰

, (14)

where c ą 0 is a penalty coefficient.
ADMM is an iterative process that updates the multipliers,

local frequency estimates, and auxiliary variables at each time
instant. It has been shown in [20] that auxiliary variables can
be eliminated. The ADMM results in two updates of the La-
grange multipliers and the local reference frequency estimate,
(15) and (16), at each time instant. Lagrange multipliers are

aji ptq “ aji pt´ 1q `
c

2
pω̄ref,iptq ´ ω̄ref,jptqq . (15)

The local reference frequency estimate, ω̄ref,i, is

ω̄ref,ipt` 1q “ arg min
ω̄ref,i

Erpωref,iptq ´ ω̄ref,iq
2
s

`
ÿ

jPNj

´

aji ptq ´ a
i
jptq

¯

ω̄ref,i

` c
ÿ

jPNj

||ω̄ref,iptq ´
1

2
pω̄ref,iptq ` ω̄ref,jptqq ||

2.

(16)

The update of local reference frequency estimate, for every
recursion, is

ω̄ref,ipt` 1q “ ω̄ref,iptq ` µr2 pωref,ipt` 1q ´ ω̄ref,iptqq

´
ÿ

jPNj

´

aji ptq ´ a
i
jptq

¯

´ c
ÿ

jPNj

pω̄ref,iptq ´ ω̄ref,jptqqs (17)

where µ is the update step-size. The noise can be accounted
for by incorporating communication noise ηji and η̄ji , which
corrupts the Lagrange multipliers and the local reference fre-
quency estimates of the neighboring inverter, respectively. The
Lagrange multiplier and local reference frequency estimate, in
presence of communication noise, are given by (18), (19).

aji ptq “ aji pt´ 1q `
c

2

´

ω̄ref,iptq ´
´

ω̄ref,jptq ` η
j
i

¯¯

(18)

ω̄ref,ipt` 1q “ ω̄ref,iptq ` µr2 pωref,ipt` 1q ´ ω̄ref,iptqq

´
ÿ

jPNj

´

aji ptq ´
´

aijptq ` η̄
j
i

¯¯

´ c
ÿ

jPNj

´

ω̄ref,iptq ´
´

ω̄ref,jptq ` η
j
i

¯¯

s. (19)

The DLMS algorithm to estimate the reference frequency
has to find the local Lagrange multiplier using (18), and
update the local reference frequency estimate using (19). Each
inverter communicates its reference frequency estimate and the
Lagrange multiplier to its neighbors. The stability of DLMS
algorithm has been studied in [20]. The local frequencies
communicated to neighbors are corrupted due to the presence
of noise in the neighboring communication links. A local
LMS algorithm can estimate the frequencies of neighboring
inverters at each inverter i. The distorted and estimated inverter

Algorithm 1 Secondary Control Augmented with Estimation
Initialize aiip´1q and ω̄ref,i

for t “ 0, 1... do
Transmit ω̄ref,iptq and ωiptq to neighbors
Update aiiptq using (18)
Transmit aiiptq to neighbors
Update ω̄ref,ipt` 1q using (19)
Estimate ω̄jpt` 1q using (21)
Update ωipt` 2q by substituting ω̄ref,ipt` 1q and
ω̄jpt` 1q in place of ωrefptq and ωjptq in (7)

end for
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frequencies are denoted by ωjptq and ω̄j , respectively. The
LMS estimator at every inverter i for the neighboring inverters
j P Ni frequencies is obtained by minimizing

ω̂jptq “ arg min
ω̄j

Er||ωjptq ´ ω̄j ||
2s @j P Ni, (20)

where Er||ωjptq ´ ω̄j ||s is the mean-square error. The fre-
quency estimate update, for every recursion, is

ω̄jpt` 1q “ ω̄jptq ` µ pωjpt` 1q ´ ω̄jptqq , (21)

where µ is the step size for the updates. This approach is
detailed in Algorithm 1. A similar algorithm can be used in
tandem for the secondary control of inverter voltages.

V. NOISE-INDUCED BOUND ON FREQUENCY DEVIATION

To assess the robustness of the proposed method to additive
noise levels in communication links, an upper error bound, on
the deviation of local frequency estimates from their reference
values, is derived. The error bound has been analytically de-
rived a priori, to provide designer and operator with knowledge
about the effect of noise prior to controller implementation
and microgrid deployment. As a metric to measure error, we
consider the mean-square error, Er||ωptq´ωref ||

2s, a standard
performance index used in estimation.

The secondary cooperative frequency control, under additive
noise in communication (and pinned reference) links, is

9ωiptq “
ÿ

jPNi

aij
`

ω1jiptq ´ ωiptq
˘

` gi
`

ω1refi ´ ωiptq
˘

, (22)

where ω1jiptq “ ωjptq ` rjiptq and ω1refiptq “ ωref0ptq `
rref,iptq. ωjptq is the frequency of inverter j , ωref0 is
the reference frequency, and rjiptq and rref,iptq are noise
components. Expanding (22), one has

9ωiptq “
ÿ

jPNi

aij pωjptq ´ ωiptqq ` gi pωref0 ´ ωiptqq

`
ÿ

jPNi

aijrjiptq ` girref,iptq. (23)

This can be written in the vector form as

9ωptq “ ´pL`Gqpωptq ´ ωref0q `Riptq `Roptq, (24)

where the graph Laplacian matrix is L “ D ´A, and the
diagonal matrix of pinning gains is G “ diagpgiq. Ri “ raijˆ
rjiptqs and Ro “ rgi ˆ rref,iptqs contain the noise parameters
and their associated adjacency and pinned gains. The inverter
frequencies, at time t`∆t, is

ωpt`∆tq “ ωptq `∆tr´ pL`Gq pωptq ´ ωref0q

`Riptq `Roptqs

“ rI´∆t pL`Gqsωptq `∆t pL`Gqωref0

`∆t rRiptq `Roptqs . (25)

||Errorpt`∆tq||2 ď || pI´Tq
t
ωp0q `

t´1
ÿ

k“0

pI´Tq
t
Tωref0 ´ ωref0 ||

2 ` ||

t´1
ÿ

k“0

pI´Tq
k

∆tRipt´ k∆tq||2

` ||

t´1
ÿ

k“0

pI´Tq
k

∆tRopt´ k∆tq||2 ` 2|| pI´Tq
t
ωp0q `

t´1
ÿ

k“0

pI´Tq
t
Tωref0 ´ ωref0 ||

||

t´1
ÿ

k“0

pI´Tq
k

∆tRipt´ k∆tq|| ` 2|| pI´Tq
t
ωp0q `

t´1
ÿ

k“0

pI´Tq
t
Tωref0 ´ ωref0 ||

||

t´1
ÿ

k“0

pI´Tq
k

∆tRopt´ k∆tq|| ` 2||
t´1
ÿ

k“0

pI´Tq
k

∆tRipt´ k∆tq||

||

t´1
ÿ

k“0

pI´Tq
k

∆tRopt´ k∆tq|| (26)

Er||Errorpt`∆tq||2s ď || pI´Tq
t
ωp0q `

t´1
ÿ

k“0

pI´Tq
t
Tωref0 ´ ωref0 ||

2 ` ||

t´1
ÿ

k“0

pI´Tq
k

∆tRi,max||
2

` ||

t´1
ÿ

k“0

pI´Tq
k

∆tRo,max||
2 ` 2|| pI´Tq

t
ωp0q `

t´1
ÿ

k“0

pI´Tq
t
Tωref0 ´ ωref0 ||

||

t´1
ÿ

k“0

pI´Tq
k

∆tRi,max|| ` 2|| pI´Tq
t
ωp0q `

t´1
ÿ

k“0

pI´Tq
t
Tωref0 ´ ωref0 ||

||

t´1
ÿ

k“0

pI´Tq
k

∆tRo,max|| ` 2||
t´1
ÿ

k“0

pI´Tq
k

∆tRi,max||||

t´1
ÿ

k“0

pI´Tq
k

∆tRo,max|| (27)
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Fig. 4. (a) Topology of the communication network among inverters. (b) IEEE standard 34-bus feeder system augmented with six inverters.

To further simplify, let T “ ∆t pL`Gq. By expanding (25),
one has

ωpt`∆tq “ pI´Tqωptq `Tωref0 `∆t rRiptq `Roptqs

“ pI´Tq
2
ωipt´∆tq ` pI´TqTωref0

` pI´Tq∆t rRipt´∆tq `Ropt´∆tqs

`Tωref0 `∆t rRiptq `Roptqs

“ pI´Tq
t
ωp0q `

t´1
ÿ

k“0

pI´Tq
t
Tωref0

`

t´1
ÿ

k“0

pI´Tq
k

∆t rRipt´ k∆tq `Ropt´ k∆tqs . (28)

The control objective is to synchronize all the frequencies
to the reference value. The frequency error is

Errorpt`∆tq “ ωpt`∆tq ´ ωref0

“ pI´Tq
t
ωp0q `

t´1
ÿ

k“0

pI´Tq
t
Tωref0 ´ ωref0

`

t´1
ÿ

k“0

pI´Tq
k

∆t rRipt´ k∆tq `Ropt´ k∆tqs , (29)

where T “ ∆t pL`Gq, the graph Laplacian matrix is L “
D ´ A, and the diagonal matrix of pinning gains is G “

diagpgiq. The vectors Ri “ raij ˆ rjiptqs and Ro “ rgi ˆ
rref,iptqs account for the system noise. Taking norm-two on
both sides of (29) leads to

||Errorpt`∆tq|| “ || pI´Tq
t
ωp0q `

t´1
ÿ

k“0

pI´Tq
t
Tωref0

´ ωref0 `

t´1
ÿ

k“0

pI´Tq
k

∆t rRipt´ k∆tq `Ropt´ k∆tqs ||

ď || pI´Tq
t
ωp0q `

t´1
ÿ

k“0

pI´Tq
t
Tωref0 ´ ωref0 ||

` ||

t´1
ÿ

k“0

pI´Tq
k

∆tRipt´ k∆tq||

` ||

t´1
ÿ

k“0

pI´Tq
k

∆tRopt´ k∆tq||. (30)

By taking squares on both sides and expanding, we get
(26). By considering expectation of the error, Since Ri and
Ro are bounded and uncorrelated [20], the expectation of
errors is given in (27). Taking the limit on both sides of
(27) as t Ñ 8, and since limtÑ8 pI´Tq

t
“ 0 and

limtÑ8

řt´1
k“0 pI´Tq

t
Tωref0 “ ωref0 , the mean-square de-

viation becomes

lim
tÑ8

Er||Errorpt`∆tq||2s ď ||T´1∆t||2||Ri,max||
2

` ||T´1∆t||2||Ro,max||
2

` 2||T´1∆t||||Ri,max||||T
´1∆t||||Ro,max||. (31)

The upper bound for Ri,max can be obtained by using
the maximum covariance of the noise associated with the
neighboring communication links, ri,max, and weights of the
adjacency matrix, Ri,max “ raij ˆ ri,maxs. In a practical
setting, the covariance can usually be estimated based on the
data available for different communication strategies [27]–
[29]. It can be shown that Ro is bounded ( [20]-section 5.2).
The expression for the upper bound of mean-square deviation
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Fig. 5. Frequency synchronization in presence of noise: (a) Inverter frequencies under ideal conditions (no noise); (b) Inverter frequencies with noise
σ2 “ 10´4 ;(c) Inverter frequencies with noise σ2 “ 10´2 ; (d) Inverter frequencies with noise σ2 “ 0.1; (e) Inverter frequencies with noise σ2 “ 10´4

with DLMS algorithm; (f) Inverter frequencies with noise σ2 “ 10´2 with DLMS algorithm; (g) Inverter frequencies with noise σ2 “ 0.1 with DLMS
algorithm; (h) Inverter frequencies with noise σ2 “ 0.1 with DLMS algorithm, when the links between inverters 2 and 3 and the reference and inverter 2
fail.

for the DLMS algorithm, Ro,max, can be obtained similarly
[20]. The upper bound on voltage error cannot be similarly
defined since, as opposed to the frequency being a global
variable which is consistent throughout the microgrid, inverter
voltages should be different to allow reactive power sharing
[9].

VI. CASE STUDIES

The performance of the proposed control method is evalu-
ated for different noise levels in a communication network
of an islanded microgrid. Figure 4 illustrates a single-line
diagram of a modified 34-bus test feeder [30], augmented with
six inverters. The feeder is connected to the main grid at bus
800. The feeder is converted to a balanced feeder by averaging
the line parameters given in [30]. The load impedances are
load 1 : 1.5` j1 Ω, load 2 : 0.5` j0.5 Ω, load 3 : 1` j1 Ω,
and load 4 : 0.8 ` j0.8 Ω. The inverter specifications are

given in the Appendix. Each inverter is modeled by a 13-
order dynamic system as described in (2), and the secondary
control is implemented, in a distributed fashion, using (6)
and (7). Loads have been modeled using a second-order
dynamic model in (4). The nominal frequency and line-to-line
voltage are 60 Hz and 24.9 kV, respectively. The inverters
are connected to the feeder through Y-Y 480V/24.9 kV,
400 kVA transformers with a series impedance of 0.03`j0.12
p.u. Each inverter can communicate only with other inverters
neighboring on a communication graph as shown in Fig. 4(a).
Each inverter communicates its frequency, output voltage,
estimated reference frequency, estimated reference voltage,
and Lagrange multipliers to its neighbors. Inverters 1, 2, and
3 are pinned (receive reference signal) with pinning gains
g1 “ g2 “ g3 “ 1. It is assumed that the noise in neighboring
communication links and pinned reference links are the same.

The reference frequency and voltage for the secondary
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Fig. 6. Voltage synchronization in the presence of noise: (a) Inverter output voltage under ideal conditions (no noise); (b) Inverter output voltage with noise
σ2 “ 10´4 ;(c) Inverter output voltage with noise σ2 “ 10´2 ; (d) Inverter output voltage with noise σ2 “ 0.1; (e) Inverter output voltage with noise
σ2 “ 10´4 with DLMS algorithm; (f) Inverter output voltage with noise σ2 “ 10´2 with DLMS algorithm; (g) Inverter output voltage with noise σ2 “ 0.1
with DLMS algorithm; (h) Inverter output voltage with noise σ2 “ 10´2 with DLMS algorithm, when the link failure occurs between inverter 2 and 3, and
between the reference and inverter 2.

control are set to 60 Hz and 1 p.u, respectively. The test feeder
is islanded from the main grid at t “ 0 s. The cooperative
secondary control is intentionally activated at t “ 0.7 s. Under
ideal conditions (no noise in the reference signal), as seen in
Fig. 5(a) and Fig. 6(a), the frequency and voltage synchronize
to the desired levels of f “ 60 Hz and V “ 1 p.u., respec-
tively. Figures 5(b) and 5(c) show when reference links and
communication links include noise with σ2 “ 10´4 (variance)
and σ2 “ 10´2 respectively, the inverter frequencies do not
synchronize in Fig. 5(c). The variance of σ2 “ 10´2 implies a
deviation of ˘0.3Hz (˘3σ) in the frequency communicated.
When the reference and communication links are corrupted
with noises with σ2 “ 0.1, as seen in Fig. 5(d), the distortion
in inverter frequencies increases even further.

Secondary frequency control is augmented with estimation
as described in Algorithm 1, with µ “ 0.05. A similar strategy
is adopted for the secondary voltage control. The inverter

frequencies, when embedded DLMS algorithms are considered
in the secondary control, are shown in Figs. 5(e), (f), and (g)
for noise levels of σ2 “ 10´4, σ2 “ 10´2, and σ2 “ 0.1,
respectively. The inverter voltages are shown in Figs. 6(e), (f),
and (g) for the noise levels of σ2 “ 10´4, σ2 “ 10´2, and
σ2 “ 0.1, respectively. The inverter frequencies and voltages
are synchronized within acceptable limits for the different
noise levels. This is less effective for increased noise levels
but, even for the noise level of σ2 “ 0.1, the frequencies and
voltages are still within an acceptable range.

The performance of the proposed control algorithm aug-
mented with estimation is studied under a link failure scenario
in Figs. 5(h) and 6(h) with functioning links corrupted with
noise signals with σ2 “ 0.1. Figures 5(h) and 6(h) show the
output frequency and voltage when the link between inverters
2 and 3, and the link between the reference and inverter 2, fail.
It can be seen that frequency and voltage terms synchronize
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Fig. 8. Error levels in frequency terms: (a) Error in inverter frequencies with
noise σ2 “ 10´2; (b) Maximum and mean error with noise σ2 “ 10´2.
The theoretical upper error bound for the associated noise level is shown.

given the presence of spanning tree in the communication
graph topology, but the error due to noise is elevated but
within acceptable limits. The controller performance, under
various noise conditions, is studied in Fig. 7. Figures 7(a) and
7(c) show the output frequency and voltage when corrupted
with noises with σ2 “ 10´4 (variance) for t ă 2.5 s, and
σ2 “ 0.1 (variance) for t ą 2.5 s. Figures 7(b) and 7(d)
show the output frequency and voltage when corrupted with
noises with σ2 “ 0.1 (variance) for t ă 2.5 s, and σ2 “ 10´2

(variance) for t ą 2.5 s.

The upper error bound in frequency is calculated with
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Fig. 9. Error levels in voltage terms: (a) Error in inverter’s voltage with noise
σ2 “ 10´2; (b) Maximum and mean error with noise σ2 “ 10´2.

noise levels of σ2 “ 10´2 in the reference and neighboring
communication links. It is shown in Fig. 8 that the error in
frequency obtained for each individual inverter is within the
error bound derived in Section V. The microgrid system is
simulated with 100 Monte Carlo runs and the error observed
in frequencies is compared with the upper error bound in Fig.
8. The algorithm robustness can also be inferred as even with
a variance σ2 “ 10´2 indicating a deviation of ˘0.3Hz, while
the error is less than 0.03. The upper bound of voltage error
cannot be similarly defined, as inverter voltages should be
inherently different to ensure reactive power sharing. As seen
from Fig. 9, the voltage deviations are also low. The error
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in voltage and frequency for a noise level of σ2 “ 10´2,
observed in Figs. 6 and 8, respectively, is low and permissible
in a practical scenario.

VII. CONCLUSION

This paper explores the noise-resilient synchronization of
multi-inverter AC microgrids. The effect of different noise
levels in the communication links on the secondary control
of inverter frequency and voltage is evaluated. The perfor-
mance of distributed noise reduction technique is evaluated
for different noise levels in reference communication links and
links connecting neighboring inverters. An expression for the
upper error bound, due to the noise corruption, is derived.
Error bound less than 0.03Hz for the communication noise
deviation up to ˘0.3Hz is verified using a modified 34-bus
IEEE feeder test system.

APPENDIX

TABLE I
INVERTER SPECIFICATIONS

Inverter 1,2,4&5 Inverter 3&6

Output Connector
Rc 0.03Ω Rc 0.03Ω

Lc 0.35mH Rc 0.35mH

LC Filter
Rf 0.1Ω Rf 0.1Ω

Lf 1.35mH Rf 1.35mH

Cf 50µF Rf 50µF

TABLE II
CONTROLLER SPECIFICATIONS

Inverter 1,2,4&5 Inverter 3&6

Droop Gains
mp 5.64 ˆ 10´5 mp 7.5 ˆ 10´5

nq 5.2 ˆ 10´4 nq 6 ˆ 10´4
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