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Abstract—There are two operation modes of microgrids: grid-
connected mode and stand-alone mode. Normally, a microgrid will
be connected to the main grid for the majority of time, i.e., oper-
ates in the grid-connected mode. In the stand-alone mode, a micro-
grid is isolated from the main grid; the highest priority for micro-
grids is to keep a reliable power supply to customers instead of eco-
nomic benefits. So, the objectives and energy management strate-
gies are different in two modes. In this paper, a novel double-layer
coordinated control approach formicrogrid energymanagement is
proposed, which consists of two layers: the schedule layer and the
dispatch layer. The schedule layer obtains an economic operation
scheme based on forecasting data, while the dispatch layer pro-
vides power of controllable units based on real-time data. Errors
between the forecasting and real-time data are resolved through
coordination control of the two layers by reserving adequate ac-
tive power in the schedule layer, then allocating that reserve in
the dispatch layer to deal with the indeterminacy of uncontrollable
units. A typical-structure microgrid is studied as an example, and
simulation results are presented to demonstrate the performance
of the proposed double-layer coordination control method in both
grid-connected mode and stand-alone mode.

Index Terms—Double-layer coordinated control, energy man-
agement, grid-connected mode, microgrid, optimization methods,
power control, stand-alone mode.

NOMENCLATURE

Variables:

Active and reactive power of controllable
units.

Operation state of controllable units.

Energy level of ESS.

Real and imaginary part of the bus voltage.

Subscripts:

Dispatchable DG unit.
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Non-dispatchable DG unit.

Charging/discharging state of the ESS.

Buying from/selling to the main grid.

Interruptible load/normal load.

Sign of operation states changed.

Symbols:

Set of variables.

Time set.

Price of load serving.

Operation and maintenance costs of
dispatchable DG unit.

Startup cost of DG unit.

Charging/discharging cost of ESS.

Cost of ESS for periodic duty.

Price of power buying from/selling to the
main grid.

Punishment cost for load shedding.

Segments of dispatchable DG power.

Initial power of piece .

Fuel cost for initial power of piece .

Fuel cost for unit power of piece .

Power of dispatchable DG in piece .

Sign of piece .

, Charging/discharging efficiency of ESS.

Time step.

, Limit of energy level.

, Limit of power.

Nominal power/inverter capacity.

Power reserve coefficient.

Parameters of DG unit’s fuel cost.

Power reference of controllable units.

Power factor.

Power allocation coefficient.
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I. INTRODUCTION

M ICROGRIDS are the systems that integrate distributed
generation (DG) units, energy storage systems (ESS)

and controllable loads on a low voltage network which can op-
erate in either grid-connected mode or stand-alone mode [1],
[2]. In the grid-connected mode, the microgrid adjusts power
balance of supply and demand by purchasing power from the
main grid or selling power to the main grid to maximize opera-
tional benefits. In the stand-alone mode, the microgrid is sepa-
rated from the upstream distribution grid, and aims to keep a re-
liable power supply to customers using DG bids [3]. To alleviate
the power fluctuations of non-dispatchable DG units, various
control schemes are used in microgrids, including power regu-
lation of each dispatchable DG unit, charging and discharging of
ESS, and load shedding [4]. The control strategy for units within
a microgrid can be a grid-following control strategy based on
a voltage-sourced converter (VSC) [5]–[9] or a grid-forming
control strategy based on droop control [10], [11]. A microgrid
usually requires an energy management strategy—assigning ac-
tive and reactive power references, and ensuring cooperation
between the controllable units to achieve stable and economic
operation [12], [13].
According to the latest research, the objective of energy

management of microgrid is to minimize microgrid’s oper-
ating costs such as fuel costs, operating maintenance costs,
and purchased cost of electricity from the main grid. In [3],
an energy management approach is proposed based on two
market policies only considering power balance. Security is
not considered in the microgrid operation. In [14] and [15],
the charging/discharging power of energy storage system is
decided based on the heuristics. It causes the power regulation
is independent in each time-step and no coordination with
other units. In [16], an optimal power flow problem is applied
to energy management only based on the current information.
However, without coordination of the controllable units in a
long-time optimization, the power of DG units will fluctuate
as they follow wind power. In [17], Operation optimization
of microgrid is simplified into a multiple-time optimization
problem with an emphasis on energy storage system. It can only
give a day-ahead operation scheme, but no consideration of the
RES power fluctuation and the related regulation method. A
similar multiple-time optimization problem is proposed in [18]
as the top layer. The RES power fluctuation is smoothed by
the build-in energy storage in component-layer. But there is no
countermeasure that shows the coordination of the two layers
when the power fluctuation is over the capacity of build-in
energy storage. Otherwise, the build-in energy storage must
be large enough to handle any fluctuation; in that case the
energy storage system in top layer is meaningless. In [19], a
scheme was developed based on the behavior of N time periods
ahead, with the optimization problem rolling over time hori-
zons resulting in a modification of generator behavior over the
rest of time periods. A common disadvantage of the methods
described earlier is not to take into account the comprehensive
aspects of energy management, such as difference between
grid-connected mode and stand-alone mode, coordination
of controllable units in long-time, influence on voltage and

power flow, power regulation caused by forecasting error of
intermittent resources.
The emphasis of this paper is energy management of mi-

crogrid in grid-connected and stand-alone modes based on
a double-layer coordinated control approach, consisting of
the schedule layer and the dispatch layer. The schedule layer
provides an economical operation scheme—including state
and power of controllable units—based on the look-ahead
multi-step optimization, while the dispatch layer follows the
schedule layer by considering power flow and voltage limits.
So that the economic benefit and technical constraints on
long-time operation are considered. The key point of the pro-
posed approach is in the coordination of the two layers for
dealing with the indeterminacy between forecasting data and
real-time data which makes up for the influence of forecasting
errors on multi-step optimization problem. Also the difference
of two operation modes is considered, especially on the power
reserve and power regulation.
This paper is organized as follows: Section II describes

the proposed approach in brief, followed by models in both
grid-connected mode and stand-alone mode. The coordi-
nation method of the proposed approach is discussed in
Section III. Simulation results for both grid-connected mode
and stand-alone mode are given in Section IV. Section V
concludes this paper.

II. ENERGY MANAGEMENT MODEL

Energy management of microgrid is divided into grid-con-
nected mode and stand-alone mode for the different operation
requirements.

A. Grid-Connected Mode

Due to connecting to the main grid, load demand can be met
all the time. So the operation objective of microgrids is to max-
imize revenues according to DG bids and market price. For en-
ergy saving and environmental benefit, the wind and solar gen-
eration power are totally used. The requirements of voltage and
power flow are taken into account at the same time, especially
at the point of common coupling (PCC). Above operation re-
quirements are achieved by a double-layer coordinated control
approach, which includes schedule layer and dispatch layer.
The schedule layer is maximizing revenues over a given time

horizon by finding the best possible control sequence of control-
lable units, taking into account market prices, forecasting power
of non-dispatchable DG units, and load level. By piecewise lin-
earization of dispatchable DG units’ fuel costs, the energy man-
agement problem can be formulated as a mixed-integer linear
problem (MILP).
The control variables include active power and operation

state of ESS and dispatchable DG units, active power ex-
changed with the main grid over the given time horizon. Others
are state variables:
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The objective function is given as follows:

(1)

(2)

(3)

(4)

(5)

where is the revenue from serving loads. is the cost of
dispatchable DG units, including fuel costs, operation andmain-
tenance costs, and startup costs. is the cost of the ESS, and

is the revenue obtained from buying and selling power to
the main grid.
Power reserve to compensate forecasting errors is set in (6)

at each time-step. Power reserve coefficient depends on fore-
casting accuracy of uncontrollable units’ power and load level,
which leaves adequate power margin of controllable units to
deal with real-time power fluctuation owing to forecasting error.
For large reserve power is non-economic, it is set to lower value
at beginning and enlarged when the operation scheme fails:

(6)

Power of the dispatchable DG units is defined in (7)–(9) after
piecewise linearization. Because the quadratic curve of fuel cost
is changed to several line segments, the control problem is rel-
atively easy to solve as a MILP:

(7)

(8)

(9)

The relationship of the ESS energy level between two time-
steps, which considers conversion losses, is represented in (10)
and (11):

(10)

(11)

Constraints (12) guarantee the microgrid either receiving
power or sending power to main grid. This also applies to
charging and discharging power of ESS in (13):

(12)

(13)

There are also basic power balance equations, power limits
and ramp limits of controllable units, maximum startup time of
dispatchable DG units to be considered in the schedule layer.
At a given time step , the operating state and planned power

of controllable units are determined by the schedule layer.
Power controlled by the dispatch layer will alleviate the power
fluctuations of non-dispatchable DG units in response to any
forecasting error of data in the schedule layer, and optimize
voltage and power flow at the same time. The objective is to
minimize cost of power regulation with a penalty function to
follow the economic operation scheme in the schedule layer;
namely, the operating state is unchanged and power is fixed ac-
cording to the planned value. The energy management problem
is formulated as a non-linear problem (NLP).
Although the active power of non-dispatchable DG units is

uncontrollable and completely used, the reactive power partici-
pates in voltage regulation:

In the objective, are the operating costs of the
DG units, the ESS, and transactions with the main grid and is
a penalty factor:

(14)

(15)

(16)

(17)

Constraint (18) is the nominal power/inverter capacity of
all units. Security constraints are set in the model, including
voltage limits, transmission power limits, power flow equations
and power limits of the controllable units:

(18)

Considering the influences on the main grid, power ex-
changed with the microgrid and the power factor at PCC is
controlled in (19) and (20):

(19)

(20)
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B. Stand-Alone Mode

When the main grid is gone, the highest priority is to keep
a reliable power supply to customers instead of economic ben-
efits. So the operation objective of microgrids is to maximize
satisfaction rate of load with minimum operation cost. It means
that the wind and solar generation power should be totally used
to make up the lack of electricity and part of load could be cut
off to balance power when necessary. The double-layer coordi-
nated control approach is suitable for stand-alone mode.
In schedule layer:

is a control variable to determine the operation state of in-
terruptible load. This is a demand side management that con-
sumers get power from microgrid instead of the main grid. The
consumers are divided in two parts: normal load and interrupt-
ible load. The former gives priority to power supply. Micro-
grid obtains the right of load shedding from the latter by a high
compensation to balance power, i.e., a penalty for load shedding
which is more than generation cost to avoid that happens.
In the objective, are the same as that in grid-connected

mode and is the penalty function for load shedding:

(21)

(22)

and constraint (23) limits the time of load shedding to avoid
frequent load cutoffs in a short period of time:

(23)

Without the power support of main grid, the power regula-
tion capability is limited by ramp constraint of each DG
unit. Although a unit operates with large range of power adjust-
ment , the output power at next time-step is regulated in

. The practical adjustable power
is determined by the power range and ramp limit of DG units
collectively as shown in Fig. 1:

(24)

In dispatch layer, interruptible load is still one of control vari-
ables because load shedding is an essential mean to deal with the
sudden power decrease of non-dispatchable DG units:

Fig. 1. Adjustable power considered in stand-alone mode.

In the objective, are the same as that in grid-connected
mode and is the load level after regulation of schedule layer:

(25)

Except constraints about the grid such as (19) and (20), others
are the same in both of the two modes.
Two layers of programming can be solved independently by

CPLEX [20] but the results must be interrelated. The aim of the
dispatch layer is to ensure the safety and stability of operations
by adjusting power of the controllable units. If deviation from
the planned value is excessive, the usefulness of the schedule
layer is lost. Therefore, the power threshold is set to check fea-
sibility. The power threshold of the dispatchable DG includes
ramp constant and largest deviation from planned value:

(26)

For the ESS, the level of energy storage should also be con-
sidered:

(27)
Although the dispatch layer focuses on a given time step, it

strictly follows the technical limits of dynamic change, ramp
constant and limit of energy level. To minimize operating costs,
the power allocation coefficient is related to incremental cost
and adjustable margin. Power allocation coefficient is not only
the largest deviation, but also the weight of power distribution
in smoothing power fluctuation.

III. DOUBLE-LAYER COORDINATION CONTROL

The time steps in the schedule layer are of the whole
time horizon, looking time steps into the future. For each
time-step, the schedule layer determines the optimal control
sequence—including the operation state and planned power of
controllable units—based on the look-ahead multi-step opti-
mization. At each time step of the schedule layer, the dispatch
layer adjusts the power of controllable units based on operation
state to optimize power flow and regulate voltage. As the time
step moves to , power flow optimization is carried out
again by the dispatch layer. Note that there is a self-adjusting
process built in both the schedule and the dispatch layer. When
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Fig. 2. Visualization of double-layer coordination. (a) Data stream. (b) Time
stream.

Fig. 3. Flowchart of double-layer coordination.

optimization fails in the dispatch layer, a new control sequence
is made using the initial state at the step where the failure occurs
(e.g. time-step ) and data of time steps in the future.
Moreover, the remaining control sequence (from time-step

to ) will be updated. This concept is displayed in
Fig. 2.
This control concept is suited for microgrid energy manage-

ment because it allows a prediction when dispatchable DG is re-
quired. By partly feeding electricity into the ESS and releasing

it over time at the highest level of demand, dispatchable DG
units can operate stably and efficiently. On the other hand, the
control algorithm is aware of the variation tendencies of the
non-dispatchable DG power and of when the ESS will reach
its upper/lower energy levels. Consequently, power of the DG
units and of the ESS is regulated ahead of time, balancing the
required increment/curtailment for future time steps and fixing
any forecasting errors at future time steps when they occur.
The double-layer optimization procedure is as follows

(shown in Fig. 3):
Step 1) Initialize time step and get initial state of all

units.
Step 2) Predict control sequence (operation state and

planned power over all time steps) of control-
lable units based on forecasting data for a horizon
of time steps in the future using the schedule
layer model.

Step 3) Check the result of Step 2. If there is no change in the
control sequence of the th step after adjustment of
Step 7, relax the power reserve by enlarging reserve
power coefficient and go to Step 2. Otherwise, go
to Step 4.

Step 4) Following completion of the th step, power flow
is optimized to get the real-time power of units ac-
cording to real-time data using the dispatch layer
model.

Step 5) Check the result of Step 4. If security constraints are
not met, or power is over the technical and economic
limits, go to Step 6. Otherwise, go to Step 8.

Step 6) First, increase the penalty factor to enforce control-
lable units following the control sequence, and ad-
just reserve power by the power allocation coeffi-
cient according to incremental cost and adjustable
margin in the dispatch layer. If self-adjustment of
the dispatch layer does not work, go to Step 7. Oth-
erwise, go to Step 8.

Step 7) Retrieve the state of all units in the th step as
the initial state, then return to Step 2.

Step 8) Record the scheme for the th step. If , then
set and go to Step 4. Otherwise, the
optimization is finished.

Forecasting data plays an important role in the schedule layer,
especially for forecasting error in the power produced from non-
dispatchable DG units. This error is known as power indeter-
minacy. The proposed coordination method handles power in-
determinacy of non-dispatchable DG units by the coordination
of the two layers. The schedule layer reserves adequate active
power, which is then allocated in the dispatch layer to adjust the
balance of supply and demand. The reserve is the total power be-
tween the upper limit and the planned value of all controllable
units, so eachDG unit has a different adjustable margin. The sig-
nificance of the control sequence in the dispatch layer is based
on the cooperation of controllable units in a long-time scale,
and may not be optimal over shorter time scales. If the resulting
control sequence is infeasible in the dispatch layer, controllable
units with a lower incremental cost and larger adjustable margin
are scheduled by adjusting power allocation coefficient in the
dispatch layer to smooth power fluctuation. If self-adjustment
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Fig. 4. Typical microgrid.

TABLE I
COMPONENT INFORMATION

of the dispatch layer fails, a new control sequence will be made
using that moment as the initial state. If the new control se-
quence fails again, enlarging the reserve power coefficient
ensures there is a more adjustable margin left for dealing with
power indeterminacy.

IV. CASE STUDIES

The system setup used for the simulation in this paper is
shown in Fig. 4, and consists of a group of radial feeders which
could be part of a distribution system [3], [21], [22].
There is a single point of connection to the utility called the

point of common coupling. Feeders 1 and 2 have sensitive loads
which must be supplied during all events. The feeders also have
non-dispatchable DG units consisting of a photovoltaic (PV)
unit and a wind turbine (WT) unit, as well as dispatchable DG
consisting of a fuel cell (FC), a micro turbine (MT), a diesel
engine (DE), and ESS consisting of battery storage (BS). The
third feeder has only traditional loads. There is a static switch
(SD) in the PCC which can island the microgrid from the utility.
Fuel inputs are needed only for the DE, FC, andMT units, as the
WT and PV units do not require fuel. To serve the load demand,
one or more of the PV, WT, DE, MT, or FC units can directly
produce electrical power.
Each component of the microgrid system is separately mod-

eled based on its characteristics and constraints (see Table I).
The cost of each DG unit is fitted by changing the system pa-
rameters to reflect efficiency of the engines. Taking FC as an ex-
ample in Fig. 5, piecewise linearization is used in the schedule
layer and polynomial fitting is used in the dispatch layer to make
problem solvable; however this does not significantly change
the results.
All loads contain household and industry components, and

a statistical investigation and analysis of typical demand curves
[23] is provided in Fig. 6(a). Take a single day as an example, di-
viding it into 288 periods with 5 min as an interval. Load curves,

Fig. 5. Fuel cost of the FC unit.

Fig. 6. Data for models. (a) Load curve. (b) Market price. (c) Power of PV unit.
(d) Power of WT unit.

market prices, and the forecasting power from PV andWT units
are shown in Fig. 6. The market prices reflect peak and valley
loads of the main grid. Prices are high when power is lacking
at peak load, and lower at valley load. Forecasting data (dotted
line) and real-time data (solid line) for PV andWT units are pro-
vided in Fig. 6(c) and 6(d). The stochastic variables are assumed
to follow a beta distribution [24], with forecasting values as the
expected values.
In order to analyze and compare performance of the micro-

grid system in different situations, two cases were considered
and simulated: a grid-connected mode and a stand-alone mode.
In grid-connected mode, the main grid is assumed to supply
power, allowing the microgrid system to meet load demand at
whatever moment and to be aware of power quality at PCC. In
stand-alone mode, demand side management is taken into ac-
count to balance power, which means the load is modeled based
on interrupt mode and interrupt time constraints. In both of two
cases, there is a high penetration level (more than 40% genera-
tion of total demand) of non-dispatchable DG units with a larger
power fluctuation.

A. Grid-Connected Mode

In this mode, the total load of the system is met by the DG
units, the ESS and the main grid. The generation supplied by
non-dispatchable DG units, dispatchable DG units, main grid
are 43.5%, 45.0%, 11.5% of load demand and the network loss is
3.0% as shown in Fig. 7. The microgrid is self-sufficient to meet
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Fig. 7. Generation supply scheme in grid-connected mode.

load demand and almost half of generation comes from renew-
able sources. The total cost of demand is ¥7644.4 for all power
supplied by the main grid. The power from the PV andWTmeet
most load demand, the cost can be cut down to ¥3987.4. With
cooperation of the battery and other DG units, the cost is re-
duced to ¥3307.8 through the control sequence determined by
the schedule layer. It is further reduced to ¥2962.6 by optimizing
power flow in the dispatch layer.
Except the economic benefit, performance of the microgrid

system is important, too. The schedule layer ensures that the mi-
crogrid operates at peak performance, with cooperation of each
component over a long time scale, as shown in Fig. 8. During a
forecast horizon when market price is low, the microgrid system
purchases electricity from the main grid; when the price is high,
the microgrid system sells power to the main grid. The market
prices have a strong influence on the operation of microgrid; i.e.,
the microgrid is indirectly controlled by market. On the other
hand, this mode maximizes revenues by making use of the price
difference with the help of battery storage to shift the power
from the main grid through the rule of “buy low, sell high”. The
power shift from hour 15 to hour 18 using the battery is not only
for use with the main grid, but also for use with DG units such
as the MT and DE units to ensure these units operate most reli-
ably and economically.
The security and stability of the microgrid is another one

of the concerns in energy management, including transmission
power, power factor of PCC and voltage, which is ensured by
the dispatch layer following the control sequence. The varia-
tion range of power factor is 0.98 1.00 in PCC. The reactive
power is balanced locally in microgrid. It is divided evenly by
ESS, non-dispatchable DG units, dispatchable DG units and the
main grid. As shown in Fig. 9, the voltages of dispatchable DG
units, ESS and PCC change in safe range ( 10%).
Due to forecasting error, reserve power is allocated to smooth

power fluctuation in dispatch layer as shown in Fig. 10. These
are the output of PV, WT, MT, DE and BS from the bottom up,
the exchanged power with the main grid and the load during
the period 20:00 to 20:30. The practical output of non-dispatch-
able units fluctuates wildly, relative to smooth predicted value.
Owning to schedule layer, DE and MT work in a steady state.
At 20:15, the output of WT decreases more than 12 kW relative
to predicted value, so FC and BS increase their output to meet
power shortage. At next moment, the output of WT increases
more than 40 kW, FC and BS reduced their output accordingly.
The overall trend of power regulation is growth movement due
to the network loss by considering power flow.

Fig. 8. Operational scheme in grid-connected mode. (a) Power exchanged with
the main grid. (b) Energy level and output of the battery. (c) Power of the MT,
DE, and FC units.

Fig. 9. Voltage magnitude in grid-connected mode (p.u.).

The large forecasting error from 20:15 to 20:20 causes
the power de-allocation a few times as shown in Fig. 10(c).
The normal deviation limits within 10%. Then increasing the
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Fig. 10. Operational scheme from 20:00 to 20:30. (a) Operational scheme of
schedule layer. (b) Operational scheme of dispatch layer. (c) Power allocation
by coordination of the two layers.

penalty factor is used to follow the planned value in second
attempt. Next, the power allocation coefficient/deviation limit
would be expanded gradually according to incremental cost
and adjustable margin. For there is little adjustable margin of
DE and MT, FC makes the biggest contribution. As indicated
earlier, controllable units would reach their output/energy limit
before the planned value due to network loss. A rolling of
schedule layer with present working conditions and future
information is used to update the rest of operation scheme at
20:20 for reaching the energy level of BS.
More cases are studied with different forecasting error and

reserve power (see Table II). Under 5% variance of forecast,
the maximum positive/negative deviation is more than 40 kW
( 20% of nominal power), and it is more than 60 kW ( 30% of
nominal power) under 10% variance of forecast. With increase
of forecasting error, the calculation increases as coordination
and self-adjustment of two layers considering technical and eco-
nomic aspects. Enlarging the reserve power contributes to de-
creased calculation and improved convergence, but it increases
operation cost for larger reserve power.

B. Stand-Alone Mode

In the long-time operation in stand-alone mode, demand side
management should be considered in energy management. In
the previous research, traditional loads in Feeder 3 will be cut
off and sensitive loads in Feeders 1 and 2 are served as an inten-

TABLE II
RESULTS WITH DIFFERENT FORECAST ERROR IN GRID-CONNECTED MODE

Note: VF, variance of forecast; PD, maximum positive deviation (kW); ND,
maximum negative deviations (kW); SL, schedule layer; DL, dispatch layer.

Fig. 11. Generation supply scheme in stand-alone mode.

tional island under uninterruptible power supply by DG units in
stand-alone mode [25]. But power demand of traditional loads
is large and important, too. So the approach presented in this
paper ensures that power supply to traditional load lasts as long
as allowed which means a load shedding is allowed when the
power shortage is over the regulation of generation units, but it
is tried to be avoided.
The generation supplied by non-dispatchable DG units, dis-

patchable DG units are 48.0%, 52.7% of supplied load and 0.7%
of that is stored in battery as shown in Fig. 11. The network loss
is 2.1%. As a result, 93.9% of load demand is supplied including
100% of sensitive load and 71.2% of traditional load.
The peak load is 393.7 kW which occurs at about hour 8 in

Fig. 12(a) and the capacity of all units in microgrid is 215 kW,
so the load cannot be totally met in stand-alone mode. Load
shedding gives another mean to balance power. In the schedule
layer, part of load is planned to shed that is unsatisfied load such
as hour 6 to hour 12. While in the dispatch layer, a little load is
shed for power balance such as hour 12 to hour 20 as shown
in Fig. 12(b). The unsatisfied load is about 60 kW for the peak
load is 335.2 kW after load shedding. If the unsatisfied load is
met, another generation unit is needed which only operates in
stand-alone mode.
To meet the peak load, MT and DE start up earlier than in

the grid-connected mode and gradually climb to normal power
in period hour 0 to hour 4 with excess power stored in BS as
shown in Fig. 13.
Without support of the main grid, the system voltage is reg-

ulated by ESS and dispatchable DG units. Load shedding has
little influence on voltage, and the variation caused by non-dis-
patchable DG units is still controlled in safe range ( 10%) as
shown in Fig. 14.
More cases are studied with different forecasting error (see

Table III). Due to the limit of power output, reserve power is less
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Fig. 12. Load curve in stand-alone mode. (a) Load curve with small forecast
error. (b) Load curve with large forecast error. (c) Net load.

than 10% that limits the power regulation of DG units. With in-
creasing forecasting error, satisfaction rate of load decreases.But
itkeepsabove93%andhasa little influenceonoperationcost.

V. CONCLUSIONS

A novel double-layer coordinated control approach for mi-
crogrid energy management was proposed in this paper. The
proposed approach emphasizes on the difference of grid-con-
nected mode and stand-alone mode, and has good convergence
in either mode. The approach allows the microgrid to operate
economically, safely and stably by:
1) Considering the influence on the main grid, it maximizes
revenues according to DG bids and market price in grid-
connected mode with total load supplied and total renew-
able sources used;

2) Taking the reliable power supply instead of economic ben-
efits, it maximizes satisfaction rate of load with minimum
operation cost in stand-alone mode;

3) Coordinating controllable units in the long-time period
using the schedule layer to optimize microgrid perfor-
mance and making the best use of intermittent power
resources based on forecasting data;

Fig. 13. Operation scheme in stand-alone mode. (a) Energy level and output of
the battery. (b) Power of the MT, DE, and FC units.

Fig. 14 Voltage magnitude in stand-alone mode (p.u.).

TABLE III
RESULTSWITHDIFFERENTFORECASTERROR INSTAND-ALONEMODE

4) Accurately adjusting the generation of units in the real-
time layer to optimize power flow and regulating voltage
in dispatch layer based on real-time data;

5) Smoothing forecasting error/indeterminacy of uncontrol-
lable units by coordinating the two layers’ interact to
achieve economic and stability objectives.
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