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Abstract Collaborative filtering (CF) is typically used for recommending those
items to a user which other like-minded users preferred in the past. User-based
collaborative filtering (UbCF) and item-based collaborative filtering (IbCF) are two
types of CF with a common objective of estimating target user’s rating for the target
item. This paper explores different ways of combining predictions from UbCF and
IbCF with an aim of minimizing overall prediction error. In this paper, we propose
an approach for combining predictions fromUbCF and IbCF through multiple linear
regression (MLR) and support vector regression (SVR). Results of the proposed
approach are compared with the results of other fusion approaches. The comparison
demonstrates the superiority of the proposed approach. All the tests are performed
on a large publically available dataset.
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1 Introduction

Recommender systems have become more and more important due to increasing use
of web for business and e-commerce transactions [2]. Movie recommender systems
[7, 8], Book recommender systems [9], Tag recommender systems [13], Facebook
friend recommender systems are some examples of recommender systems. CF mod-
els are among the basicmodels of recommender systemswhich can exploit user–item
interaction data such as ratings. UbCF and IbCF are two flavours of collaborative
filtering which are widely used in both industry and academia to address the infor-
mation overload problem.

The first step in UbCF is to find the set of users that are most similar to the
target user. Target user’s rating for the target item is then predicted using the ratings
given to the target item by these nearest/most similar neighbours/users. On the other
hand, nearest neighbours in IbCF are the items which are most alike the target item.
Ratings that are assigned by the target user to these most similar items are then used
to compute his/her rating for the target item. The number of nearest neighbours is a
design parameter and should be tuned properly.

This paper focuses on combining predictions of UbCF and IbCF to arrive at the
final prediction. The novel contribution of this paper is the use of MLR and SVR to
combine the predictions from UbCF and IbCF. Results of our proposed approach are
compared with other fusion approaches in addition to the results of UbCF and IbCF
when implemented individually.

The organization of the rest of the paper is as follows. Review of existing the
literature is presented in Sect. 2 while Sect. 3 discusses fundamentals of collabora-
tive filtering. Proposed fusion approach and results of experiments are discussed in
Sects. 4 and 5 respectively. Paper ends with concluding remarks in Sect. 6.

2 Related Work

There have been some attempts to combine predictions from different recommender
systems. In [5], content-based and collaborative filtering were merged with the
help of a hybrid approach. An approach utilizing singular value decomposition and
hybridization of content-based and IbCF for recommending programs on TV was
proposed in [3].

One of the first attempts to combine UbCF and IbCF approaches is described in
[12]. This approach was based on similarity fusion and the fusion framework was
probabilistic in nature. The approach described in this paper is inspired from the
work carried out in [11] and [6].

Thakkar et al. [11] also attempted to fuse predictions from UbCF and IbCF.
However, their approach was simple and relied on weighted averaging of predictions
to come up with final predictions. They figured out weights for averaging through
fivefold crossvalidation of the training dataset.
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Authors in [6] have combined the predictions from UbCF and IbCF using stacked
regression. To the best of our understanding, they solved the regression problem of
combining predictions from UbCF and IbCF as constrained quadratic optimization
problem. We have attempted to solve the problem using simple approach of multiple
linear regression (without any constraints) in addition to the approach involving
support vector regression. The dataset used and experimental methodology adopted
is also different.

3 Collaborative Filtering

UbCF and IbCF are discussed in this section. If we assume m users and n items,
dimensionality of user–item rating matrix X is m × n. Element xi, j = r indicates
that i th user has assigned rating r to j th item, where r ∈ R. xi, j = φ depicts that j th
item has not been rated by i th user. Rows and columns in X correspond to users and
items profile, respectively.

3.1 User-based Collaborative Filtering (UbCF)

As mentioned earlier, the first step in UbCF is to figure out target user’s nearest
neighbours. This can be achieved by finding similarity between the target user and
all other users. The N most like-minded users can then be selected to form a set
of N nearest neighbours. There are a few ways for finding similarity between users
and Pearson correlation which is one such method is used in this paper. Pearson
correlation between users u1 and u2 as discussed in [1, 11] is:

sim(u1, u2) =
∑

i∈Iu1u2 (xu1,i − xu1)(xu2,i − xu2)
√∑

i∈Iu1u2 (xu1,i − xu1)
2 ∑

i∈Iu1u2 (xu2,i − xu2)
2

(1)

Here, Iu1u2 is used to designate a set of items corated by u1 and u2. xu1 indicates the
average rating of user u1.

There are several ways in which user i’s rating for the item j can be worked out.
In this paper, we have used Eq.2 to accomplish this task [1, 11].

xi, j = xi +
∑

u′∈Û sim(i, u′) × (xu′, j − xu′)
∑

u′∈Û |sim(i, u′)| (2)

Here, Û expresses set of N nearest neighbours/users of user i who have rated item
j .
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3.2 Item-based Collaborative Filtering (IbCF)

In IbCF, items that are having similar profiles to the target item are considered as the
nearest neighbours of the target item. As in UbCF, Pearson correlation as mentioned
in Eq.3 [10, 11] can be used to find similarity between items.

sim(i1, i2) =
∑

u∈U (xu,i1 − xi1)(xu,i2 − xi2)√∑
u∈U (xu,i1 − xi1)

2 ∑
u∈U (xu,i2 − xi2)2

(3)

Here, U represents a set of users who have rated both i1 and i2. xi1 depicts average
rating of item i1. There are several ways to calculate user i’s rating for the item j .
This paper employs Eq.4 to accomplish the task [1, 11].

xi, j = x j +
∑

i ′∈ Î sim( j, i ′) × (xi,i ′ − xi ′)
∑

i ′∈ Î |sim( j, i ′)| (4)

Here, Î represents set of N items which are most similar to item j and have been
rated by user i .

4 Proposed Approach

This paper proposes to fuse predictions fromUbCF and IbCF throughmultiple linear
regression and support vector regression models. The approach is inspired from the
work done in [6, 11]. The idea is depicted in Fig. 1.

It is vital to note that a training set is needed to learn UbCF and IbCF models.
The training set which is used for learning UbCF and IbCF is denoted as TrainCF

Fig. 1 Proposed approach
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henceforth in this paper. It is easy to understand that TrainCF for UbCF and IbCF
consist of user and item profiles, respectively.

Mutliple linear regression and support vector regressionmodels also need training
set to get trained. We denote this training set as TrainML henceforth in this paper.
It is evident that TrainML consists predictions from UbCF and IbCF as the training
data. These predictions which constitute TrainML are made by UbCF and IbCF
through fivefold cross validation of TrainCF .

Once the TrainML is formed, it is used to train multiple linear regression and
support vector regression models. These trained models are then used to make the
final prediction based on prediction from UbCF and IbCF.

5 Experimental Evaluation

This section begins with the discusion on dataset. Methodology used for various
experiments and results are also discussed.

5.1 Dataset

All the experiments are carried out on Hetrec2011-movielens-2k dataset [4], (http://
www.imdb.com/, http://www.rottentomatoes.com/) which was made public by a
research group known as GroupLens (http://www.grouplens.com/). The dataset is
summarized in Table1. User–movie rating matrix was constructed by preprocessing
this dataset.

5.2 Evaluation Measures

To evaluate performance of UbCF, IbCF and fusion approaches, mean absolute error
(MAE), mean absolute percentage error (MAPE) and mean squared error (MSE)
were used as discussed in [11].

Table 1 Dataset summary Number of users 2113

Number of movies/items 10197

Number of ratings 855,598

Range of rating 0.5, 1.0, …, 5.0

Average number of ratings per user 405

Average number of ratings per
movie/item

85

http://www.imdb.com/
http://www.imdb.com/
http://www.rottentomatoes.com/
http://www.grouplens.com/
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5.3 Experimental Methodology

For all the experiments, the users who had rated between 100 and 120 movies were
selected as target users. There were 87 such users in the dataset. For each of the target
users, randomly selected 25movies–items were selected as target items. This gave us
a test set of 87 users and 25movies. Predictionsweremade for each of the user–movie
pairs in the test dataset. In actual user–item rating matrix, 87 × 25 ratings of testset
were masked to construct TrainCF . Experiments conducted included UbCF, IbCF
and four fusion approaches. Fusion approach 1 used simple averaging while fusion
approach 2 utilized weighted averaging as discussed in [11]. Fusion approaches 3
and 4 are the novel contributions of this paper, and they employ linear regression and
support vector regression to combine predictions of UbCF and IbCF as discussed in
Sect. 4.

5.4 Results and Discussion

Results of different techniques are depicted in Table2. For each of the techniques,
experiments were carried out for 12 different values of nearest neighbours (NN). It
can be seen that only MAPE is reported in the results. It is worth mentioning that
MAE and MSE were also measured but they have not been reported due to space
limitations.

MinimumMAPE achieved by different techniques is summarized in Fig. 2. Mini-
mumMAPE achieved by fusion through simple and weighted averaging approaches

Table 2 MAPE (reported values × 100%) in UbCF, IbCF and fusion approaches

Sr. NN UbCF IbCF Fusion using
simple
averaging [11]

Fusion using
weighted
averaging [11]

Fusion using
multiple linear
regression

Fusion using
support vector
regression

1 1 0.337 0.320 0.278 0.278 0.181 0.173

2 2 0.229 0.305 0.263 0.263 0.175 0.169

3 5 0.270 0.285 0.250 0.250 0.170 0.165

4 10 0.260 0.277 0.246 0.246 0.167 0.162

5 20 0.256 0.278 0.247 0.247 0.166 0.161

6 30 0.255 0.278 0.248 0.248 0.166 0.161

7 50 0.255 0.281 0.249 0.249 0.166 0.161

8 60 0.256 0.282 0.250 0.250 0.167 0.161

9 70 0.257 0.284 0.251 0.251 0.167 0.162

10 80 0.258 0.285 0.252 0.252 0.168 0.163

11 90 0.258 0.285 0.252 0.252 0.168 0.163

12 100 0.258 0.285 0.253 0.253 0.168 0.163
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Fig. 2 Performance comparison of different techniques

is 0.246. This is definitely betterwhen comparedwithUbCFand IbCF,withminimum
MAPE of 0.255 and 0.277, respectively.

It can be seen that fusion through multiple linear regression and support vector
regression has further improved theMAPE to 0.166 and 0.161, respectively, which is
significantly better than all other approaches. This is because in these two approaches,
optimal weights required for weighted averaging predictions from UbCF and IbCF
are learnt through LR and SVR and the problem is handled as the learning problem.

6 Conclusion

The paper focused on fusing predictions from UbCF and IbCF with an intent of
minimizing error in prediction. Experiments performed included UbCF, IbCF and
four fusion approaches. First two fusion approaches relied on simple and weighted
averaging of predictions from UbCF and IbCF to come up with the final predictions.
The main contribution of the paper is an approach that combines predictions from
UbCF and IbCF through multiple linear regression and support vector regression.
Superiority of this approach is evident from the result. It can be seen that improvement
in the performance is approximately 8% when compared to fusion through simple
and weighted averaging. This raise is approximately 9% and 11% when compared
to UbCF and IbCF, respectively. The boost in the performance is encouraging and
presents a future direction where the robustness of the proposed approach can be
validated by means of tests on other datasets.
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