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ABSTRACT

This might be the most opportune time for Human Resource Management (HRM) to benefit from psychometric meta-analysis. Explosion of empirical research, often with conflicting results, hide important takeaways that can guide evidence-based applications of HRM. The science of HRM can turn to meta-analyses and meta-analytic thinking as the antidote to the so-called replication crisis afflicting social sciences in general. In this paper, we focus on issues and potential problems that may threaten the veracity and usefulness of contemporary meta-analyses in HRM. We contend that these problems must be correctly tackled for meta-analyses to realize their full potential in advancing HRM science and practice. We address the problems of identification and inclusion of all relevant effect sizes, as well as appropriate corrections for unreliability and range restriction. We offer concrete proposals to enable inclusion of unpublished, practitioner research and data in HRM meta-analyses.
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1. Introduction

Human Resource Management (HRM), like other applied sciences, has two lofty ideals: (1) creation of cumulative knowledge based on trustworthy empirical evidence and (2) support of applied practices based on evidentiary science. Empirical studies that address applied questions serve both ideals and can grow the knowledge base of the field. The meta-analytic methods used in HRM were originally invented almost 40 years ago to address the problem of validity generalization (see Schmidt, 2015, for a brief history). Situationaly varying validities were creating the impression that psychological tests were only valid for specific purposes, in specific situations, and in specific settings. Schmidt and Hunter (1977) tested the hypothesis of situational specificity by statistically pooling available validation studies, correcting for statistical artifacts such as unreliability in measures and range restriction. The techniques they developed to show validity generalization have over time expanded to quantitative summaries of virtually all HRM effect sizes where more than a few studies have estimated a focal relationship, and are now referred to as psychometric meta-analysis. This is in recognition of the fact that the methods introduced by Schmidt and Hunter correct for
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biasing effects of statistical artifacts such as unreliability and range restriction, whereas other meta-analytic methods only concern themselves with sampling error. Another noteworthy feature of psychometric meta-analysis is that it is based on a random effects model rather than a fixed effects model (Schmidt, Oh, & Hayes, 2009).

Validity generalization studies first illustrated the sizable, distorting impact statistical artifacts have on individual study results, and led to the application of psychometric meta-analytic techniques to virtually all areas of inquiry in HRM research. Indeed, applications of psychometric meta-analysis have led to an epistemological paradigm shift in HRM. The best peer-reviewed journals routinely publish meta-analyses (Aguinis, Dalton, Bosco, Pierce, & Dalton, 2011; Shen et al., 2011). Textbooks rely on meta-analyses for summary conclusions. Meta-analyses are cited at greater rates than primary empirical articles (Patsopoulos, Anantagos, & Ioannidis, 2005). Nevertheless, the scientific contributions of meta-analysis should not be judged solely by its popularity among researchers, however. The true influence of meta-analysis stems from its ability to answer important research questions with more robustness than conventional empirical research techniques. While meta-analysis may seem most appropriate in fields where precision in estimates is desired and fields where sampling and measurement errors may obscure the significance of observed effects, scientists in myriad disciplines have come to understand that the techniques of meta-analysis reveal true magnitudes of relationships and allow for more stable empirically-based conclusions. Our field is no exception.

Against this backdrop, the past decade has brought changes to the way that research is conducted and disseminated in our field. These include the ability: to gather data from very large samples and accessing big, existing datasets; to input and analyze data with lightning speed; to identify, search for and gather relevant published research articles en masse within a matter of minutes; and to instantaneously share research with colleagues globally (Spellman, 2015). These are indeed profound changes in the way that research is conducted and disseminated. To be sure, they affect all scientific disciplines, yet forces unique to our applied field may exacerbate their consequences for the science and practice of HRM.

For the scholarly community, these changes have brought about an explosion of published research, open source journals, and unprecedented volume of studies from non-English speaking countries. Samples have shifted from traditional employee, applicant, and student categorizations to include paid panels, remote workers on platforms such as Amazon’s Mechanical Turk, and participants recruited through other online channels (e.g., Facebook users). Merits and demerits of these samples are being discussed in the literature (Landers & Behrend, 2015). With increased ease in conducting and disseminating primary studies, two unintended consequences have afflicted HRM: greater premium on novelty rather than replicability in published research (Campbell & Wilmut, in press) and theory worship (i.e., placing a premium on theory development and refinement over empirical discovery; Hambrick, 2007).

For practitioners, the volume and velocity associated with big data is transforming how HRM is practiced in organizations. Businesses and consultancies that place a premium on evidence-based HRM practices are gathering and analyzing their own data, and are almost exclusively consuming their own research (e.g., Google; Dekas, Bauer, Welle, Kurkoski, & Sullivan, 2013). Empirical studies arising from practice settings (often conducted by practitioners, not academics) are considered to contain unique information and knowledge, constituting a major source of competitive advantage. It is little surprise then that most discoveries, inventions, and knowledge from the field are increasingly argued to be proprietary.

The wedge between science and practice in HRM has never been greater. In this paper, we argue that psychometric meta-analysis, when properly applied, is a cause for optimism. We first note the proliferation of studies in HRM and note the deleterious effect questionable research practices can have on HRM research. We then highlight the role that psychometric meta-analysis can, and must, play for building cumulative knowledge in our field, as well as the importance of approaching new developments with meta-analytic thinking. In the second half of this paper, we take up two issues that contemporary meta-analyses should carefully attend to, in order to ensure that they live up to their full potential: research inclusiveness and appropriate corrections for measurement error and range restriction. Psychometric meta-analysis is a constantly evolving research integration tool (Schmidt, 2008). Our goal is to provide guidance to future, new meta-analyses and updates to existing meta-analyses in HRM.

1.1. Proliferation of primary studies in HRM

Knowledge about and the prediction of work behavior depends on accurate assessment of the relationships between variables. With the ease of data collection, analysis, and sharing, our field is awash with empirical research. For example, using the search term “job satisfaction” yields 13,992 hits on Social Sciences Citation Index. The terms “leadership”, “personality and performance”, “teams”, “employment training”, and “goal setting” yield 42,357; 10,374; 51,627; 4023; and 2704 articles, respectively (search conducted January 26, 2016). With such a large body of studies, literature reviews of hypothesized relationships require a systematic, objective, and empirical approach to integrate research findings. Without meta-analyses, it is fast becoming impossible to draw generalizable conclusions from these and most other HRM literatures. Meta-analyses are essential as an objective summary tool.

As can be expected, with such voluminous research, conflicting findings are an inevitable consequence of sampling error and other statistical artifacts. That is, when multiple studies are reported, we find that there are conflicting findings for relationships under examination. Some studies report a statistically significant relationship whereas others report null findings—or even statistically significant findings in the opposite direction. We will not belabor the problems associated with statistical significance tests here (see Cohen, 1990, 1994; Guttman, 1985; Harlow, Mulaik, & Steiger, 1997; Kaplan, Bradley, Luchman, & Haynes, 2009; Kline, 2013; Lykken, 1968; Meehl, 1990; Morrison & Henkel, 2007; Nickerson, 2000; Rogers, 2010; Schmidt, 1996; Schwab & Starbuck, 2009; Ziliak & McCloskey, 2007, for excellent treatises) or the structural and institutional changes necessary to eradicate their misleading influence (Orlitzky, 2012), though we note that journal editors have started to institute policies that discourage, if not
 outright ban reliance on statistical significance (Bettis, Ethiraj, Gambardella, Helfat, & Mitchell, 2016). With and without significance tests, wildly varying effect sizes from primary studies have sent and increasingly continue to send HRM researchers in search of moderators, which in turn are assessed using inappropriate techniques (Schmidt & Hunter, 2014). Even after a voluminous and exhaustive search of moderators, conflicting results abound, given second order sampling error or capitalization on chance inherent in some of the methodologies utilized to detect such moderators.

1.2. Replication and meta-analytic thinking: changing mindsets for an epistemological revolution

Despite the historically unparalleled abundance of empirical investigations, a new concern has been sweeping social science research, often referred to as “the replication crisis” (cf. Stanley & Spence, 2014). The concern is over the supposed failure of social scientists to conduct replication studies, and the failure to replicate initial results in those instances where such studies are conducted. Some researchers—and even some methodologists—see replication as the solution to the current crisis of confidence about the soundness and trustworthiness of our academic literature (cf. Bartlett, 2012; Kepes & McDaniel, 2013, p. 261; Makel, Plucker, & Hegarty, 2012; Novotney, 2014; Pashler & Harris, 2012; Pashler & Wagenmakers, 2012; Ritchie, Wiseman, & French, 2012; Roediger, 2012). They see replication as “the gold standard of science” that much of our literature is lacking.

However, most commentators advocating replication as the gold standard of science typically assume that replications should be interpreted in a stand-alone manner. This is faulty logic. Let us use an example to illustrate. If an initial study finding a significant result is followed up by an attempt at replication that fails to obtain a statistically significant result, this “failure to replicate” is assumed to constitute important scientific evidence casting doubt on the initial significant finding (Schmidt & Oh, 2016). In this way of thinking, failure to replicate is defined as failure to get a significant result, and successful replication is defined as getting a significant result. Such thinking is erroneous because it completely ignores statistical power. Average statistical power in most psychological literatures ranges from 0.40 to 0.50. (cf. Bakker, van Dijk, & Wicherts, 2012; Cohen, 1962, 1977, 1988, 1992; Schmidt, Hunter, & Urry, 1976), a phenomenon that still afflicts more than half the studies in even the best HRM journals (Shen et al., 2011). Such chronically low levels of power mean that a failure to replicate tells us next to nothing. If confidence intervals (CIs) were used instead of significance tests, there would be far fewer “failures to replicate” because CIs would often overlap, indicating no conflict between multiple studies (Cumming, 2012; Schmidt, 1992, 1996).

Even 40 years after the invention of psychometric meta-analytic methods, the problem afflicting HRM research is a false belief in the law of small numbers and a severe underestimation of the effects of sampling error. Most HRM researchers believe that a random sample from the population of interest is representative of the population from which it is drawn (e.g., job applicants, employees), even if it is a small sample. But in fact, such a sample is representative only if it is a large sample. Small samples are randomly unrepresentative (Tversky & Kahneman, 1971). The consequence is that even if significance tests were not used, and confidence intervals were used instead, they would be very wide, indicating each study contains little information.

We believe that replications are helpful because they provide the studies needed for systematic, large-scale investigations of relationships of interest in the form of meta-analyses. Meta-analysis of multiple studies solves the problem of low statistical power and precision in individual studies. The epistemological basis of our field needs to catch up with meta-analytic thinking.

The model of cumulative scientific knowledge that many researchers appear to follow today is defective. It is a sequential model that can be roughly characterized by the following sequence: First, a researcher conducts a study that gets significant results for the initial hypothesis. Then the researcher concludes, “This question has been answered. Now we move on to test a different hypothesis from the theory.” The researcher then moves on to test to another hypothesis. If the result is non-significant, the researcher concludes that this hypothesis is disconfirmed and moves on to another hypothesis. If the result is significant, the researcher concludes that the hypothesis is confirmed and moves on to another hypothesis. Following this sequence is often viewed as constituting a “research program.” This model makes the false assumption that a single study can answer a question or establish or disconfirm a hypothesis. The goal of scientific inquiry is to establish principles that generalize for a population larger than the original sample under investigation. This can only be achieved via a meta-analysis of multiple studies. Because researchers don’t realize how large sampling errors can be, they don’t appreciate how much capitalizing on sampling error can inflate individual research findings. Other distorting factors beyond sampling error include measurement error, range variation, imperfect construct validity of measures, and others (cf. Schmidt & Hunter, 2014)—errors that are often poorly understood (or addressed in individual research).

Primary studies and replications need not have statistically significant results to make a contribution. Even if none of the studies cumulated in a meta-analysis reported statistically significant results, meta-analysis could still demonstrate the existence of an important relationship. Non-significance in underpowered studies has no informational value. No single study can answer any question, because too many artifactual factors perturb its results. Meta-analysis offers the only solution to creating a reliable body of cumulative knowledge.

We propose that graduate training in HRM methodology emphasize the correct conceptualization that replication plays, and ought to play in HRM research and meta-analytic thinking. Educational efforts should also be directed to researchers and practitioners who are past their doctoral training to help reshape mindsets for the epistemological revolution necessary to rely exclusively on meta-analyses for scientific discovery and theory building. Journal editors, reviewers and professional workshop/training organizers have serious responsibility to communicate, educate and promote meta-analytic thinking. Publication of articles such as this one can also help in this enterprise. Accordingly, in the next section, we lay out the correct role for individual primary studies and the role of meta-analysis for HRM science.
1.3. Meta-analysis as a powerful solution

No individual study, however well designed, can definitively answer any question; thus there should be no attempt to draw conclusions from any such individual study in isolation. Multiple studies should be conducted on each relation, hypothesis, or effect, using meta-analysis as a solution to the problems of sampling error and low power and precision in individual studies (Braver, Theoemmes, & Rosenthal, 2014; Hedges & Olkin, 1985; Hunter & Schmidt, 2004; Hunter, Schmidt, & Jackson, 1982; Schmidt & Hunter, 2014). The epistemological model in HRM research should be based on meta-analyses because the scientific meaning of a corpus of studies is revealed in the results of such meta-analyses.

The good news is that, as discussed above, empirical research in HRM is more voluminous than ever. The velocity of production of primary studies is faster than ever. And the large number of meta-analyses in our literature shows that replication studies are, in fact, being conducted in most areas of HRM research. Indeed, as the years pass, several seminal meta-analyses in our field can be updated by integrating new primary studies that have been conducted since the publication of the respective originals. However, all these developments place an onus on meta-analyses and the quality with which they are conducted.

Meta-analysis can only serve the function that it needs to serve—providing solutions to the problems identified above—only if individual meta-analyses reflect the entire research literatures, without bias. The real problem is not unavailability of studies or a lack of replication of research; it is the potential distortion of our research literatures reflected in meta-analyses. In other words, meta-analyses first must have available a full, undistorted range of primary studies to use as their input. Second, meta-analytic methods should correct for the appropriate statistical artifacts using appropriate techniques, or risk producing biased results.

On these points, we raise two issues that reduce the potential of meta-analyses to inform our science and practice. We first discuss the issue of inclusiveness in meta-analytic cumulations, enabling meta-analyses to have full, undistorted literatures to synthesize. Beyond publication bias and questionable research practices, we point out that many recent meta-analyses in HRM fail to include full sets of studies that exist on a topic, resulting in a distribution of observed effects where systematic swaths of literature may be lacking—skewing results beyond any potential publication biases that have been discussed in the recent literature. Second, we discuss the necessity to use the correct unreliability and range restriction corrections to estimate effects without systematic biases. [The issue of using appropriate moderator search approaches is also crucial, but is addressed elsewhere (Schmidt, in press), and is therefore outside the scope of this manuscript.]

2. Undistorted, full range of primary studies for unbiased meta-analytic databases: publication bias and questionable research practices

Leaving aside outright research fraud (Fountain, 2014; Matlack, 2013; Schmidt & Hunter, 2014, pp. 521–523; Verfaellie & McGwin, 2011), publication bias is an important issue in many research literatures that can distort meta-analytical results. If publication bias evidence is found, sensitivity analyses should be reported (e.g., see Schmidt & Hunter, 2014, Chapter 13). It is not the purpose of this paper to review the large literature on publication bias that has emerged (e.g., Rothstein & Hopewell, 2009; Rothstein, Sutton, & Borenstein, 2005) or its effects on the HRM literature (e.g., Dalton, Aguinis, Dalton, Bosco, & Pierce, 2012); interested readers may consult these primary sources.

In addition to publication bias, meta-analyses may be biased due to effects of questionable research practices in primary studies (see John, Loewenstein, & Prelec, 2012, Simmons, Nelson, & Simonsohn, 2011, for recent surveys; cf. Schmidt & Hunter, 2014, pp. 523–530, Chapter 13). Examples include: (a) adding subjects one by one until the result is significant, then stopping; (b) dropping studies or measures that are not significant; (c) conducting multiple significance tests on a relation and reporting only those that show significance; (d) deciding whether to include data after looking to see the effect on the significance outcomes; (e) harking: hypothesizing after the results are known; (f) running an experiment over again until the “right” results are obtained. John and colleagues found that large percentages of the researchers they surveyed admitted to using these practices.

Severe problems of questionable research practices have been detailed elsewhere (e.g., Sterling, 1959; Sterling, Rosenbaum, & Weinkam, 1995; cf. Schmidt & Hunter, 2014, pp. 523–525, Chapter 13). We wish to highlight one area of concern that sometimes is overshadowed by more sensational, questionable practices in discussions: Small randomized sample sizes do not produce equivalent groups (Tversky & Kahneman, 1971), and therefore cannot provide a robust basis for inferring causality.

Questionable research practices and publication bias distort the results of meta-analyses (e.g., Bakker et al., 2012; Levine, Asada, & Carpenter, 2009). The typical effect is an upward bias in mean effect sizes and correlations. Combating this is the task of the entire field (including journal editors and reviewers) and not just meta-analysts. We propose that (a) journal editors and reviewers should be vigilant against questionable research practices, (b) meta-analysts should be vigilant against publication bias, and (c) our field should value strict and conceptual replications and multiple studies, big and small, addressing the same or similar questions as a safeguard against distorted meta-analytic findings.

2.1. Reflecting the scholarly literature in meta-analyses

Now we turn to a discussion of unrepresentativeness of some meta-analyses with regard to primary studies they include. To assess the relationship between any two variables, meta-analysts need to locate and obtain a comprehensive set of studies documenting the relationship. We suspect that most of the published HRM meta-analyses are not comprehensive in their coverage. Let us give two recent examples. First, Van Iddekinge, Roth, Raymark, and Odle-Dusseau (2012) aimed to update an earlier meta-analysis on the validity of integrity tests (Ones, Viswesvaran, & Schmidt, 1993) by including earlier research and newer
studies. Yet, their meta-analyses included just over half the studies included in the previous meta-analysis. Only one third of the studies they included overlapped with the earlier meta-analysis (Ones, Viswesvaran, & Schmidt, 2012). A second example comes from the two recent meta-analyses of the interest literature (Nye, Su, Rounds, & Drasgow, 2012; Van Iddekinge, Roth, Putka, & Lanivich, 2011). Van Iddekinge et al. comprehensively examined the relations of job and training performance and turnover with all forms of interest measures as they are used in practice (including construct-based, basic, and occupational interest scales, applied as either single job-relevant scores, interest-occupation congruence indices, or regression-based composites), whereas Nye et al. limited their search and analyses to a single theoretical perspective and a limited set of analytic methods used by researchers and practitioners (i.e., RIASEC construct scales, applied as either single scores or congruence indices). As a result of their broader scope, Van Iddekinge et al. included more than twice as many studies as Nye et al. and were able to much more comprehensively address the state of knowledge on vocational interests and work performance. In most cases, Van Iddekinge et al. and Nye et al. came to diametrically opposed conclusions. Van Iddekinge et al. found small to moderate validity for single job-relevant interest scales and congruence indices and moderate to large validity for regression-based composites; Nye et al. found large validity for single (even job-irrelevant) interest scales and even larger validity for interest congruence indices. Nye et al. presented their meta-analytic methods without sufficient clarity to fully determine the source of the discrepant results (though we expect the uniformly larger validities may be an artifact of their use of meta-regression, rather than traditional meta-analytic methods, to conduct their analyses).

What are the likely pitfalls in identifying, obtaining, and utilizing all available data for a meta-analysis? First, many researchers have become indolent, relying only on electronic searches for studies and data sources. Depending on the electronic databases chosen for the search, there is potential to miss relevant studies. For example, reliance on only one or a few databases such as PsycInfo or ABlInfom likely results in missing studies from uncovered domains such as medicine (e.g., HRM research on medical doctors published in medical journals; HRM research on nurses published in nursing journals, HRM research on police officers published in criminology journals, HRM research on service employees published in hospitality journals and so forth). HRM meta-analyses may underrepresent primary studies on some occupational groups unless a conscious effort is made to include them. On a related note, all databases do not cover the same time period and as a result may miss additional sources. There is also a concern that much of the research dating before 1960 is missing from HRM database searches. We note that earlier studies, especially field-specific ones, were often published not in journal articles, but summarized in books (e.g., Strong, 1943; Tiffin, 1948) or published as entire books dedicated to one large study (e.g., Burt, 1917). Even in recent literature, we can think of some very valuable research being published in the form of a book rather than several individual journal articles. For example, Project A was a major HRM study undertaken in the U.S. Army. Some early results were published in Personnel Psychology (e.g., Campbell, 1990) and the Journal of Applied Psychology (Hough, Eaton, Dunnette, Kamp, & McCloy, 1990). However, the project was too large and produced too many findings to be published piecemeal in our journals. Campbell and Knapp (2001) assembled some of the key studies in an edited volume. Other areas of our discipline have produced similar efforts (for example, research on creativity and innovation during the 1950s and 1960s). If researchers exclusively rely on electronic searches of conveniently available databases, much primary research will be missed. For example, not including Project A studies can result in systematic absence of valuable military research from a meta-analysis. Deep knowledge of past and ongoing research in a content area serves the meta-analyst well, as non-journal study repositories can be evident to the expert, but not the novice. We propose that meta-analysts do not limit themselves to electronic searches or searches of only contemporary journals. When electronic searches are undertaken, we recommend the use of multiple databases that span multiple fields, and not just HRM or applied psychology. Electronic searches for books containing relevant data should be supplemented by manual searches of pre-1960s I-O psychology and HRM related books as well as books identified by field experts as relevant.

Second, we cannot underemphasize the importance of snowballing (i.e., using reference lists of coded studies to identify additional primary studies). In this enterprise, combing through the citation lists of important reviews and highly cited articles is also fruitful. We propose exhaustive snowballing as essential to all meta-analytic efforts.

Third, identifying relevant dissertations and conference papers has become relatively easy thanks to electronic availability of conference programs and dissertation databases. However, obtaining them can be an effortful enterprise. Dissertations may or may not be available electronically. Those that are available may cost a non-negligible sum to purchase. Conferences papers are sporadically available, and are often abstracted without quantitative results. Diligence in contacting authors of conference papers and dissertations is an essential strategy for the meta-analyst. We propose that meta-analytic efforts should obtain and include conference papers and dissertations in their databases, unless there is a compelling reason for not including unpublished conference papers and dissertations among studies to be pooled (e.g., when the authors are aiming to examine only published findings).

Fourth, despite globalization of business and human resources practices, HRM meta-analyses typically restrict themselves to primary studies reported in English language from developed countries. To be sure, some meta-analyses include data from different countries and report international comparisons (e.g., Yoon, Schmidt, & Ilies, 2002). However, the search and location of primary studies from electronic databases remains an English-only enterprise. Even studies written in English from Asia, Middle East, and Africa are poorly indexed in large databases. Despite increasing appearance of non-Anglo-American research in our journals (Shen et al., 2011), most meta-analysts do not include research from non-English sources. We propose that meta-analysts should (1) search databases in other languages, (2) work with translators, native speaker research assistants and collaborators, and at the very least (3) use translation software (e.g., Google Translate) to access primary research in different languages. Our students and we have had great success with these approaches uncovering caches of studies not included in previous meta-analyses we were updating (Stanek, 2014; Wiernik, 2016). The science and practice of HR is a global enterprise and we should integrate research from different languages. Meta-analyses that include data from different countries and languages are especially
valuable in testing cross-cultural generalizability of relations and effects, opening the door for a knowledge base that is sensitive to universal fundamentals vis-à-vis potential local/country/language/culture specific theories and conceptualizations (see Ones, Dilchert, Deller et al., 2012, for detailed explanations and examples of meta-analytic cross-cultural generalization research).

2.2. Reflecting practitioner data in meta-analyses

Human resource management is an applied science. Evidence based practice requires empirical research that uses tools and practices as they are employed in the field. As an applied science, our most valuable data are field data. Practitioners that work for specific companies in industry or governmental bodies, for consulting companies that offer services to organizations, and for nonprofits, have access to such precious field data. Many conduct primary studies of their own to assist in organizational decision making (e.g., Which selection tools to use? Is a given intervention acceptable to participants? Is it effective?). It is an unfortunate reality that unless practitioners place their research in the scientific literature by publishing or presenting it, these data are entirely missing from most meta-analyses conducted in HRM. As a consequence, meta-analyses can be systematically biased because they do not include much, if not most, of relevant field data. This is certainly true in areas such as training effectiveness. It is standard practice to assess at least participant satisfaction in training interventions. Yet, we do not have a vast field-based literature on trainee reactions to training. Many educational programs assess learning in some form or another. Yet, our training effectiveness literature is based on no more than a few hundred studies. Similar points can be made with regard to other HRM interventions, including employee selection procedures (e.g., why do meta-analyses of employment interviews include only a few dozen studies, when virtually every organization conducts interviews pre-hire?).

There have been two impediments to industry practitioners sharing their data with meta-analysts. First, practitioners do not have the time or the incentive systems to prepare and share databases. This can be overcome by academicians, graduate student interns, or meta-analysts partnering with practitioners. Second, organizations are protective of their data. Shared data can reveal organizational vulnerabilities and create potential legal liabilities. Shared data can also give away proprietary knowledge which constitutes competitive advantage. Yet, our experience has been that when organizations trust the meta-analysts, when they can be assured that their data will be appropriately protected, productive data sharing arrangements are the result. Many are willing and some even proactive about sharing their data with academics who they believe have the competence to correctly analyze data and whom they trust to be unbiased. Meta-analysts must earn the trust of practitioners working in industry while upholding professional standards of research conduct.

But practitioners must also be convinced of the value of meta-analytic research for their organizations, and the contribution of shared data to the greater good, including economy-wide productivity and employee well-being. As organizational data increase in size, practitioners contend that their need for meta-analyses from scholars diminishes. Yet, this is short-sighted. All organizational data, even of gargantuan proportions, reflect only the here and now. Findings from such data are bound by the specific measures utilized as well as the current conditions and workforce composition in the organization (for example, depending on geographic location or complexity of jobs included, results might be applicable only to certain demographic groups). Meta-analyses, by pooling data from multiple organizations, settings, and conditions, reveal (a) generalizability of findings, and—more important in this case—(b) reveal key features that influence findings. Testing limits of theories, laws, and corollaries is a very important part of science. The only way to determine how the effectiveness of HRM interventions changes (or stays the same) is by pooling data from as vast conditions and settings as possible and sorting out potentially moderating influences meta-analytically. Using only single organizational data, however large, to predict future usefulness of HRM interventions, given different organizational, occupational, and industry conditions, is a fool’s errand.

Consulting companies and test publishers also have vast caches of data from applied settings, often documenting the nomological net of various products and services they market. This is as it should be and bodes well for evidence-based HRM. For example, several consulting companies have developed predictors for personnel selection and training programs for various interventions. It is essential for meta-analyses to include findings from consulting and test publisher studies and databases. In fact, they may be more important than published studies in building cumulative knowledge for our applied science. For example, public domain measures (e.g., IP1P scales) examined in lab or traditional research settings (e.g., with college student or MTurk samples performing simulated tasks in context-free settings) may not have the same nomological network as their carefully constructed counterparts designed to meet organizational demands (e.g., faking resistance for personality measures, appropriate reading levels, items screened for DIF for various groups, work-contextualized items, and so forth).

An extreme illustration is a scenario where no one but consulting companies may have the relevant data. For example, with the trend of gamification in employee selection, high fidelity simulations are becoming increasingly common. Such simulations employ 2D and 3D animations, avatars, and so forth. Yet they are extremely expensive to develop (Figter & Tuzinski, 2013), and analogues in research settings either lack realism or are nonexistent. The only way to learn about (1) gamification features and their psychometric characteristics, and (2) the extent that validities of such simulations generalize across occupational groups and various settings is through cumulating consulting company data in a comprehensive meta-analysis. In today’s peer reviewed publication zeitgeist, empirical investigations of the constructs measured, their criterion-related validity, or utility of the tools used to measure them, are unlikely to appear in our top journals; they are often deemed to contribute little to our science and theory. Often, data sit in consultant files. At best, technical reports may be available. Thus, if these are not included in meta-analyses, we are sure to get a distorted view of important relationships from meta-analyses.

We propose that the default baseline for HRM meta-analyses should be to accept and include all practitioner data in HRM meta-analyses, without any preconceived notions. Arguments that consultant and vendor data untrustworthy is without merit and should
be rejected. Professional standards even require data from test publishers to document empirically supported use of psychological tests (AERA, APA, & NCME, 2014).

2.2.1. On the acceptability of consultant and product vendor research

Although recent discussions of academic research, published in the peer reviewed literature has pointed to troubling biases and distortions of conclusions due to questionable research practices and major shortcomings due to overreliance on statistical significance testing (see above), academics in our field have developed, in our view, an unjustified, disastrous mistrust of consulting and vendor data that is affecting the quality of meta-analyses (cf. Ones, Viswesvaran and Schmidt, 2012). This mistrust arises from claims of biased research, poor quality research, and suppression of null findings. We address each of these in turn.

2.2.1.1. Potential for biased research. A major claim is that consultant research may be tainted by a profit motive. The analogy is with the medical domain where research funded by pharmaceutical companies has been criticized as biased regarding drug effectiveness. Yet, the medical analogy is flawed for the following reasons. Drugs are tested for specific ailments. However, HRM products of consulting companies and test vendors are developed and used for a variety of applications. For example, 360-degree rating tools are used for development, feedback, coaching, promotions, and even job assignments. Tests are developed to predict multiple criteria, for example, task performance, avoidance of counterproductive behaviors, or improving overall work performance. Similarly, tests might be employed for multiple purposes, such as counseling, development, selection, and etcetera. Validation is undertaken for many different criteria.

References to “the validity” of a test are professionally outdated by about 30 years and are simply wrong. Tests and HRM commercial products are expected to be supported by many different lines of evidence that explicate their construct validity and usefulness in the workplace. We are not aware of a single test publisher or vendor that presents only evidence for a sole specific criterion; many lines of evidence are typically reported. As such, in product validation efforts, multiple criteria of varying specificity (e.g., interpersonal facilitation, organizational citizenship, engagement, task performance, absenteeism, general counterproductivity) and domain (e.g., overall job performance, turnover) are typically included. Relationships with other similar and dissimilar measures are presented. Group differences are noted. This means that across test publishers and criteria, there is no single effect that can be the target of manipulation and validity maximization efforts. The plurality of product providers and the plethora of purposes for which measures, tests, and interventions are designed and used discount the possibility of systematic misreporting. Even if a given consultancy were to produce upwardly biased validity estimates for a given criterion, this bias would vary across vendors and across criteria. Unless there were collusion across dozens of consultancies to report only favorable validities for a specific, previously agreed upon criterion, systemic bias in consultant studies is extremely unlikely. It would be akin to all researchers within HRM to agree to suppress null results on only one specific predictor-criterion relationship, or group difference and so forth. Moreover, professional and legal guidelines within our field, which require practitioners to support their instruments with empirical evidence, are being reduced to absurdity by those whose attitude it is to later categorically reject any such evidence in principle. Practitioner data, research, and evidence are necessary and desirable, and comprehensive meta-analyses reflecting the full plurality of available data best estimate the operational effectiveness of commercial HRM products.

Though previously hardly discussed, our field is also becoming increasingly aware that a potential profit motive is not in the least limited to the applied community of our field. Not only do academics have their favorite constructs (and sometimes their own proprietary measures and undisclosed conflicts of interests), but their career succession and successes (and therefore, livelihood) are often tied to the publication of significant findings, as well as evidence consistent with their (or current mainstream) theories (Campbell & Wilmot, in press). Everyone has a stake in the results of their research and their applied work. The solution is not to discount one type of research a priori, but to (1) build incentives for everyone to follow standards of applied and scholarly research more, and (2) trust that diversity of interests and research will be the invisible hand providing fuel to meta-analyses to reveal knowledge.

Finally, it may be true that research conducted to address some organizational need tends to yield higher effect sizes than studies conducted for research purposes alone. This is likely because interventions work best when they are needed (e.g., productivity gains are greatest when productivity levels are low; predictors of counterproductivity yield validity when there is counterproductivity to be predicted). Furthermore, we would expect that test creator/consultant expertise is likely to result in better HR products and services compared to those created by novices or for use in single research studies. Job knowledge and experience are time-proven predictors of work performance (Schmidt, Hunter, & Outerbridge, 1986); consulting and test development are not exceptions. Stronger effects reported by consulting companies can also be attributed to product creation and implementation expertise in solving real-world HRM problems.

2.2.1.2. Potential for suppression of studies. The meta-analysts’ fear here is the suppression of entire studies of less favorable research. That is, consultancies and product developers may suppress in-house studies revealing weaknesses in their products and services. While it should be clear from the above that such concern shouldn’t be unique to vendor research, it nonetheless merits discussion.

McDaniel, Rothstein and Whetzel (2006) examined publication bias in publisher research using funnel plots and trim-and-fill procedures. On average, across 4 test vendors and 18 scales, the mean difference between the criterion-related validity obtained from meta-analyzing test publisher data and the validity obtained from the trim-and-fill publication bias analysis procedure was 0.03 (SD = 0.04). Whetzel (2006) examined and found no publication bias in customer service scale validities. Similarly, no publication bias has been found in investigations of the Big Five personality dimensions (McDaniel, Hurtz, & Donovan, 2006) and the
General Aptitude Test Battery (Vevea, Clements, & Hedges, 1993). In a more recent examination of the same issue for a specific integrity test, Pollack and McDaniel (2008) found that the reported, observed validity mean across 70 coefficients was 0.25, whereas the distribution suggested by the trim and fill procedure resulted in a mean observed correlation of 0.23. These negligible differences do not support any systematic suppression of results by these parties. In other domains, when meta-analysts have asked questions that could reveal unfavorable facts about their products, test publisher research has not been any more favorable than the rest of the literature. For example, when race differences on cognitive ability tests were meta-analytically investigated, Roth, Bevier, Bobko, Switzer, and Tyler (2001) found comparable racial differences for a particular ability test reported by the test publisher compared to the rest of the studies from the literature. Across the board, there do not appear to be notable effects inflating validities or masking unfavorable results from test vendor research due to suppression of findings.

2.2.2. Potential for poor quality research. It has also been argued that consulting practitioners and product vendors make poor methodological choices, leading to distortions in research findings. Arguments have been made that quality studies alone should comprise the meta-analytic database. For example, Morgeson et al. (2007) have stated “gathering all of these low quality unpublished articles and conducting a meta-analysis does not erase their limitations. We have simply summarized a lot of low quality studies” (p.707). The argument is not unique to meta-analyses, traditional narrative reviewers have usually narrowed their reviews to a few handful of studies with arguments that the other studies were methodologically flawed, as well. In addition, we might add that meta-analytic techniques actually do remove methodological limitations from poor quality studies – sampling error, measurement error, and artificial dichotomization or variables chief among them.

All data have a place in scientific inquiry. For example, much maligned self-reports of behavior provide construct validity evidence for psychological measures used in employee selection. If certain measurement, study design, or data collection features are expected to produce biased results, these can be identified and quantified in meta-analyses. Inclusion of all available research in meta-analyses can enable moderator analyses examining studies which do not meet some pre-specified quality rule (e.g., random assignment of subjects), often resulting in more informative conclusions. Meta-analyses can use all available evidence, carefully separate and analyze identifiable features indicating quality, and inform both science and practice of HRM accordingly.

For over a century we have been a field led by applications—theories must serve the solution of applied problems, not be a goal by themselves (Campbell & Wilmot, in press). Practitioners were literally serving in the trenches during World War I, when their testing innovations created the science of HRM. Practitioners today continue to be in the trenches addressing the most important assessment, testing, and HRM needs of organizations on a global scale. Academicians must partner with them to conduct relevant and useful research. We are an applied field. Without field data (which practitioners are often best suited to gather), there would be no science of HRM. This is why any meta-analysis purporting to assess the usefulness of any HRM intervention or test must comprehensively include practitioner research and data.

2.2.2. Accessing consultant and product vendor data for meta-analyses

Large proportions of test validity databases are not in professional journals because most of our journals are not in the business of publishing validation studies. Several decades ago, Personnel Psychology abolished its Validity Information Exchange section, and journals and reviewers increasingly moved to requiring novel theoretical contributions from submitted studies. With the exceptions of the International Journal of Selection & Assessment’s research report section, Educational & Psychological Measurement, Applied HRM Research, and the recently launched Personnel Assessment and Decisions, the reality of applied psychology and HRM journals today has been that simple validation studies and replications demonstrating validity of personnel selection tests, however well-conducted, have not been typically publishable. New theoretical contributions or new empirical discoveries are essential for publishing primary studies in professional journals. “What is new here?” or “What is the theoretical contribution?” are questions frequently encountered in the journal review process and often the cause of rejections. Very few practitioner studies are submitted for publication at leading journals and those that are submitted tend to be rejected not due to their poor quality, but rather because of our journals’ kowtow to the primacy of theoretical contributions and an unfortunate diminishing regard for science through multiple replications that can feed objective data synthesis. Practitioners produce solid validation research, just not in the peer reviewed literature. Rather, publically available technical manuals, in house technical reports/summaries, and data must be accessed by meta-analysts to ensure inclusion of the full range of existing studies for the purpose of meta-analysis.

We must note, however, a few potential obstacles that must be overcome. The technical reports from vendors, being written for documentation, are unlikely to have all necessary information, and thus the meta-analyst needs to rely on the vendor for taking the time to answer potential queries. In the competitive world of consulting, this is likely to place some burden on the vendor. To compound this, issues of client confidentiality, other potential legal issues, and proprietary rights must be contended with (cf. Harris et al., 2012).

All in all, a real threat to meta-analyses, and therefore to cumulative knowledge, is the tendency of most meta-analyses in our field not to include all available empirical evidence on a question, published, unpublished, from academicians, practitioners, consultants, and so forth. This is a major problem that needs to be addressed. Problems around data inclusion and reporting in meta-analyses must be addressed because they threaten the accuracy of the results of meta-analyses, and meta-analyses are the only real foundation for cumulative knowledge.

3. Some proposals for collection and sharing of practitioner data for meta-analyses

We are supportive of the idea of open data in HRM research. Yet, we acknowledge there may be legitimate exceptions. As is noted in a universal accord on open data, produced by collaboration among the International Council for Science (ICSU), the InterAcademy Partnership (IAP), the World Academy of Sciences (TWAS), and the International Social Science Council (ISSC), “although open data should be the default position for publically funded research data, not all data can or should be made available to all people in all circumstances. There are legitimate exceptions to openness … Exceptions to the default should be made on a case-by-case basis, with the onus on a proponent to demonstrate specific reasons for an exception.” (ICSU, ISSC, TWAS, & IAP, 2015, p. 5).

We distinguish between two types of data and information (1) proprietary features of products and services (e.g., scoring keys, decision algorithms, protocols associated with products and interventions) that are commercially patentable or otherwise valuable, and (2) results of research examining their effectiveness and nomological net. The former can justify exceptions to openness, the latter should not. In fact, for psychological tests, the latter are required by professional standards (AERA, APA, NCME, 2014). Meta-analyses that include uncensored practitioner data serve a key function in self-correcting science.

However, simply calling for making data accessible is not sufficient. We would like to extend the concept of “intelligently open” HRM meta-analyses. The accord quoted from above lists five qualities that define intelligently open data. Below, we situate these in the context of HRM meta-analyses aiming to include unpublished practitioner studies and data. We then use principles of intelligently open data to derive concrete proposals for various stakeholders.

Major qualities of intelligently open data are:

1. Discoverability: In order to be included in meta-analyses, consultancy and practitioner studies, technical reports, and data should be discoverable.
2. Accessibility: Consultancy and practitioner studies, technical reports, and data should be accessible by qualified meta-analysts.
3. Intelligibility: Studies, technical reports, and documentation accompanying data files should contain relevant information for accurate coding by the meta-analyst.
4. Assessability: Providers of technical reports, unpublished studies and datasets should be able to freely assess the competence of data requesting meta-analysts or “the extent to which they may have a pecuniary interest in a particular outcome.” (ICSU, ISSC, TWAS, & IAP, 2015, p. 4)
5. Usability: Practitioners should enable usability of technical reports, unpublished studies and relevant data by including adequate metadata, and if necessary, by redacting minimal proprietary or confidential information.

To achieve the qualities of intelligently open data for HR meta-analyses, new hard and soft infrastructures are needed. Here we propose approaches that can be grouped into three major stages in the research process: (a) data and study sourcing, (b) archiving and access, and (c) publication. For each stage, we provide proposed actions for various stakeholders, including practitioners, funding sources, meta-analysts, test publishers, and professional organizations, among others. Table 1 enumerates 21 concrete proposals for all three research process stages, specified for a multitude of stakeholders.

These proposals can be used as a starting point for debate and consideration and can thus contribute to the creation of hard and soft infrastructures as well as future standard practices for reflecting practitioner data in HRM meta-analyses.

4. Appropriate psychometric corrections in meta-analyses

Psychometric meta-analyses in our field start with an observed distribution of effect sizes and correct the observed effect sizes for statistical artifacts such as unreliability and range restriction in the measures (among others). If the observed variability in effect sizes is not satisfactorily accounted for by sampling error and variations in other statistical artifacts across studies, a search of moderator variables is justified. Sampling error is typically the chief source of observed variability across studies. Whereas the previous section of this manuscript focused on increasing the sample size in meta-analyses by including all available evidence and thereby minimizing sampling error, we now turn our attention to systematic biases that must be addressed using the meta-analytic method itself.

In correcting for systematic statistical artifacts (e.g., measurement error, range restriction) in meta-analyses, individual corrections can be made at the primary study level prior to pooling of results across studies (e.g., Hunter & Schmidt, 2004, Chapter 3; Raju, Burke, Normand, & Langlois, 1991), or by applying distributions of statistical artifacts (e.g., range restriction values, reliability coefficients) to the distribution of effect sizes being meta-analyzed (e.g., see Callender & Osburn, 1980; Hunter & Schmidt, 2004, Chapter 4; Raju & Burke, 1983; Schmidt & Hunter, 1977). In either case, corrections for statistical artifacts are necessitated by the need to remove artifactual, typically downward (range enhancement is an exception), biases affecting primary studies.

Although statistical artifacts distorting study findings include measurement unreliability (Schmidt & Hunter, 2014), range restriction/enhancement (Sackett & Yang, 2000), artificial dichotomization of variables (MacCallum, Zhang, Preacher, & Rucker, 2002), and imperfect construct validity (Hunter & Schmidt, 2004), meta-analyses in HRM consider most frequently the influence of measurement unreliability and range restriction. Although artifacts other than sampling error do not typically contribute greatly to observed variability, they result in substantial underestimation of effect sizes.
<table>
<thead>
<tr>
<th>Stage in research process</th>
<th>Stakeholders</th>
<th>Proposed actions</th>
<th>Potential benefits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data/study sourcing</td>
<td>Test publishers and consultancies</td>
<td>1. Report validation results including information on validity study templates provided by Association for Test Publishers</td>
<td>Ensures non-onerous, brief reporting of essential results from validation studies without violating client confidentiality.</td>
</tr>
<tr>
<td></td>
<td>Consultancies, companies and organizations</td>
<td>2. Partner with suitable, potentially vetted, researchers for data analysis and report creation</td>
<td>Enables practice-based data to contribute to science and potentially scholarly output of partner researchers.</td>
</tr>
<tr>
<td></td>
<td>Faculty members and graduate students</td>
<td>3. Encourage students writing theses and dissertations to build partnerships with practitioners and use data from consultancies and business organizations, if appropriate</td>
<td>Enables practitioners to partner with academics and brings practitioner data/findings to searchable and relatively more accessible academic outlets (i.e., dissertations and theses).</td>
</tr>
<tr>
<td></td>
<td>Funding sources</td>
<td>4. Provide funding for retrieval and archiving of technical reports, practice-based studies, and databases from industry and practice</td>
<td>Improves accessibility of grey literature.</td>
</tr>
<tr>
<td></td>
<td>Meta-analysts</td>
<td>5. Specify approaches for obtaining and including practitioner data and reports in meta-analytic methods</td>
<td>Provides an explicit verification of meta-analysts’ bona fide efforts for including practitioner data.</td>
</tr>
<tr>
<td></td>
<td>Scientific community</td>
<td>6. Accept practice-based data as scientific evidence without preconceived notions</td>
<td>Enables empirically based meta-analyses that reflect practice; narrows science-practice gap.</td>
</tr>
<tr>
<td>Archiving and access</td>
<td>Consultancies, companies and organizations</td>
<td>7. Contribute data and reports to legitimate, publically accessible databases, repositories and archives, after redacting proprietary information and individual identities</td>
<td>Reduces burden of internal archiving of data and reports, and makes them accessible to the scientific community at future points in time.</td>
</tr>
<tr>
<td></td>
<td>Independent reviewers of psychological tests (e.g., Mental Measurement Yearbook &amp; British Psychological Society)</td>
<td>8. Build archives of technical reports on reviewed tests that can be accessed by researchers, meta-analysts, and consumers of test reviews</td>
<td>Ensures long term archiving and availability of technical reports that may have been shared with objective reviewers of tests to other researchers and practitioners. Improves future accessibility of test publisher research for scientific purposes.</td>
</tr>
<tr>
<td></td>
<td>MetaBus (Bosco, Uggerslev, &amp; Steel, 2016)</td>
<td>9. Build MetaBus (Bosco et al., 2016) system capability to accept intercorrelation matrices and effect size estimates from practitioners</td>
<td>Makes practitioner data available (in summary quantitative form) for on demand meta-analyses.</td>
</tr>
<tr>
<td></td>
<td>Professional organizations (e.g., SIOP, EAWOP, ITC, SHRM, AOM, ATP)</td>
<td>10. Build repositories for housing data and findings from consultancies and companies (with identities of contributing companies redacted, if necessary) and build online tools for accessing such repositories</td>
<td>Makes practitioner findings accessible at future points in time.</td>
</tr>
<tr>
<td></td>
<td>Professional Practice-Based Organizations (e.g., ATP, SHRM)</td>
<td>11. Educate and/or credential meta-analysts for accessing practitioner data and reports containing proprietary information (i.e., on meeting meta-analytic standards while treating proprietary/confidential information with sensitivity information; on managing potential conflicts of interest)</td>
<td>Increases competency and transparency of meta-analysts handling sensitive practitioner data and reports.</td>
</tr>
<tr>
<td></td>
<td>Providers of electronic library databases (e.g., PsychInfo, Social Sciences Index)</td>
<td>12. Build accessible electronic databases to house unpublished technical reports and conference papers; enable submission and archiving such materials by authors/consultancies/organizations (e.g., by creation or use of uniform reporting templates)</td>
<td>Enables long term access to unpublished materials for broad audiences. Uniform reporting templates improve consistency of information from different sources.</td>
</tr>
<tr>
<td>Publication</td>
<td>Journal editors</td>
<td>13. Value and publish strict and conceptual replications from practitioners (i.e., do not solely emphasize empirical studies testing novel theory)</td>
<td>Brings empirical data on actual HR applications and practices to build scientific understanding, including data based (inductive) theory building.</td>
</tr>
<tr>
<td></td>
<td>Journal editors</td>
<td>14. Value and publish null findings</td>
<td>Provides an uncensored distribution of relationships, effect sizes for meta-analytic cumulation.</td>
</tr>
<tr>
<td></td>
<td>Meta-analysts</td>
<td>15. Value and publish real world problem-driven research</td>
<td>Brings empirical research on and from the field to the literature.</td>
</tr>
<tr>
<td></td>
<td>Meta-analysts</td>
<td>16. Report potential conflicts of interest and indicate sources of support (financial or otherwise) for the meta-analysis</td>
<td>Identifies potential problems with meta-analysts’ impartiality.</td>
</tr>
<tr>
<td></td>
<td>Meta-analysts</td>
<td>17. Make meta-analytic data available to interested researchers for verification</td>
<td>Facilitates verification of meta-analytic results, and perhaps more importantly, makes summaries of practitioner findings available to the field.</td>
</tr>
<tr>
<td></td>
<td>Meta-analysts</td>
<td>18. Specify all grey literature sources (e.g., technical reports, company data, author contacts) included in a meta-analysis with</td>
<td>Ensures that grey literature has been sought and identifies how such literature has been obtained; provides others with the means to cull the same</td>
</tr>
</tbody>
</table>
4.1. Appropriate unreliability corrections in meta-analyses

Measurement error in scales assessing study variables systematically biases relationships downward. The relationships between variables is reduced in size to the extent that both variables are assessed with less than perfect reliability (Lord & Novick, 1968; Schmidt & Hunter, 1996, 1999). Unreliability in the measures is inevitable and corrections are needed (cf. Schmidt & Hunter, 1996; Schmidt, Le, & Ilies, 2003). The correct estimate of reliability depends on the measures used and the substantive research questions asked, especially generalization hypotheses being tested.

When stable individual differences constitute the variables under investigation, coefficients of equivalence and stability provide the appropriate indices to correct for measurement error. This is because random response, transient, and specific factor errors are simultaneously incorporated into coefficients of equivalence and stability (Le, Schmidt, & Putka, 2009; Schmidt et al., 2003). If decisions are to be based on scores on individual differences measures (e.g., selection), operational validities are computed without corrections for measurement error in the predictor.

When HRM variables are measured using raters or evaluated using judges, the source of measurement error variance arises from disagreements among raters. Raters are utilized in pre-employment assessments such as interviews and assessment centers. Raters are prevalent in virtually all assessments of job performance and organizational citizenship behaviors. If employment decisions are to be based on ratings, corrections for measurement error are inappropriate (i.e., observed scores must be used). However, for research and validation, when raters are used to measure criteria, the appropriate reliabilities to be used in attenuation corrections are interrater reliabilities (King, Hunter, & Schmidt, 1980; Rothstein, 1990; Viswesvaran, Ones, & Schmidt, 1996). The goal is to accurately estimate validity or effectiveness of HRM products and services for the criteria assessed by ratings. Using intrarater reliabilities in corrections is inappropriate and results in systematic undercorrections (i.e., systematic downward biases). If the goal is to build a cumulative HRM around rater idiosyncrasies, corrections using alpha coefficients are appropriate.

Unfortunately, appropriate reliability estimates are not routinely reported in our journals and research reports. Most published studies on job performance report internal consistency estimates such as alpha coefficients. A review of published articles since 1996, the publication year of Viswesvaran et al.’s (1996) comprehensive meta-analysis on the topic, located 12 studies reporting interrater reliabilities for the different job performance dimensions rated by supervisors. This is dismal. During this period, a total of 6864 articles appeared in Journal of Applied Psychology, Personnel Psychology, Academy of Management Journal, Journal of Management, and International Journal of Selection and Assessment. Of these, 907 related to job performance, contextual performance, or organizational citizenship behaviors, criteria typically assessed using ratings. We find it extremely disappointing that only about one in a thousand studies reported interrater reliability. Values are not reported in technical reports and unpublished sources either. Recently, one of the authors of this manuscript gathered over 800 criterion-related validity studies for high fidelity simulation games used for employee selection, mostly from vendors of such assessments. Not one study reported an interrater reliability coefficient for ratings criteria.

If we want to generalize our inferences across raters (e.g., supervisors rating performance), we need estimates of interrater reliability (Ones, Viswesvaran, & Schmidt, 2008; Schmidt, Viswesvaran, & Ones, 2000; Viswesvaran, Ones, Schmidt, Le, & Oh, 2014). Idiosyncratic views of individual raters, while potentially relevant for administrative decision making, cannot be the basis of a cumulative science of HRM.

Given the costs, time, effort for data collection, it is understandable that researchers and practitioners may not typically be collecting data that they do not perceive as manifestly useful for their research and practice. However, the biasing effects of...
measurement error for ratings is large. Consequentially, effect sizes in research studies are systematically underestimated; rater idiosyncrasies constitute bases of some theories and applications; and HRM practitioners undersell the effectiveness of their products and services. Addressing the scarcity of reported interrater reliability coefficients in the HRM published and unpublished requires enhancing the knowledge, skills, and motivation of researchers and practitioners. To address knowledge and skill deficiencies, we propose graduate training to include specific methods modules devoted to the topic. To inform the profession at large, we propose continuing education workshops and practitioner oriented white papers (e.g., SHRM-SIOP sponsored) on how not collecting data to assess inter-rater reliability of supervisory ratings grossly underestimates the validity (and subsequently the utility) of HRM products/services. Practitioners can be motivated to collect and report interrater reliability by helping them understand that their products and services perform better than their measurement error attenuated, observed correlations and effect sizes indicate.

4.2. Appropriate range restriction corrections in meta-analyses

Range restriction is a complex statistical artifact. Unlike other statistical artifacts, which are caused by a specific study imperfection and are independent of other statistical artifacts, range restriction has dependencies on various other statistical artifacts (most prominently measurement error) and can take various forms depending on the type of data censuring in operation (e.g., direct range restriction, indirect range restriction).

In a series of articles, Schmidt and colleagues presented the various range restriction scenarios that operate in HRM studies, as well as methods to accurately correct for them (Hunter, Schmidt, & Le, 2006; Le & Schmidt, 2006). Applications of these methods resulted in the conclusion that cognitive measures used in employee selection and admission decisions have greater validity than previously believed (Hunter et al., 2006; Oh, Schmidt, Shaffer, & Le, 2008; Schmidt, Oh, & Le, 2006; Schmidt, Shaffer, & Oh, 2008).

With the exception of select few meta-analyses conducted to estimate criterion-related validities of measures and procedures used in selection, few meta-analyses of HRM interventions correct for range restriction. In cases where attraction, selection, and attrition produce more homogenous pools of individuals included in studies, effects of range restriction, particularly indirect range restriction, need to be considered. It is conceivable that even in studying the effectiveness of HRM interventions, researchers may need to carefully consider and correct for range restriction using appropriate methodologies. For example, a training program to enhance emotional intelligence in employees (Van Rooy & Viswesvaran, 2004) may systematically exclude participants extremely low on emotional intelligence. The important point here is that, for accurate effect size estimation in HRM, meta-analysts should correct for the appropriate types of range restriction and should carefully consider the population to which generalization of estimated relationships is desired.

5. Conclusions

Psychometric meta-analysis (Schmidt & Hunter, 2014) has enabled researchers to cumulate the voluminous empirical research in HR interventions. We now have a cumulative science and practice of HR interventions. The science and practice of HRM has benefitted from the multiple psychometric meta-analyses that have been reported over the past three decades (see DeGeest & Schmidt, 2011, for an overview). Cumulative knowledge and evidence based HR interventions require psychometric meta-analyses (Viswesvaran et al., 2014).

In this paper, we highlighted recent developments that bear on the veracity and usefulness of HRM meta-analyses. We described the necessity for meta-analyses to incorporate all available research on the focal research question as well as the barriers to inclusion of data from publicly available sources as well as practitioners. We offered some suggestions that can increase inclusiveness of meta-analytic databases. We especially focused on the issue of incorporating practitioner data into HRM meta-analyses and provided specific proposals for various stakeholders, during different stages of the meta-analytic enterprise. We certainly do not claim to have all the answers, but we hope that by encouraging thoughtfulness, providing some starting points for discussion, particularly with regard to inclusion of practitioner and consultancy studies and data, this paper helps move the field forward. HRM is an applied field. We cannot afford to ignore any research and data in building our cumulative science, particularly that generated in real organizational settings.

The invention of psychometric meta-analysis and its methods for correcting the biasing effects of statistical artifacts was a giant leap for HRM almost 40 years ago. We must be vigilant that the meta-analyses conducted in our field use comprehensive data to combat biased conclusions and use appropriate unreliability and range restriction correction to accurately estimate effects. Psychometric meta-analysis has played a central role in our field and we hope some of the issues raised here promote thoughtful applications of this tool to advance our science and practice.
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