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Abstract—In order to adapt to the characteristics of high 
mobility, low density in Internet of Things, this paper proposes
a novel P2P service discovery algorithm based on Markov. The 
Markov is used to achieve the prediction of the meeting time 
interval between any two nodes, and to construct a two-stage 
prediction model of meeting time interval. This paper uses the 
model to improve the Spay and Wait routing protocol to 
improve the delivery success rate of service message. The 
experiments show that the algorithm can improve both of the 
recall rate and precision without sacrificing too much time. 

Keywords-Spray and Wait; Markov; P2P service discovery;
Internet of Things 

I. APPLICATION SCENARIOS FOR P2P SERVICE 
DISCOVERY ALGORITHM

In the Internet of Things (IoT), the mobile AdHoc 
network and vehicular networks are very important as the 
representative of the new network. The new network is 
especially suitable for the field or the open environment. And
a mobile user needs to obtain the service information in the 
area. For example, when a fireman is dealing with the 
wildfires, he may need to ask for a periodic update of the 
temperature map. The range of the map is within a kilometer 
to the fire on the surrounding in its position. This map will 
keep him on the alert better. In the scene, the fireman can be 
seen as a mobile node. And the temperature sensor also 
possibly has the mobility through the vehicle [1]. Another 
example, when a mobile robot is searching and rescuing in 
the unknown dynamic environment, it may need to check the 
sensor information on terrain and survivors about the 
surrounding environment. Based on the query results, the 
robot is able to locate survivors and find the best rescue route 
through the motion planning. In this case, the original service 
discovery mechanism via a fixed centric registration will not 
be able to work, because it is impossible to require all service 
provider nodes to register in a so called UDDI by the 
downed communication networks, and also carry out the 
service discovery in the space. It needs to set up another kind 
of discovery algorithm for searching and matching service 
node in service area. In order to obtain the required services, 
it needs to use P2P service discovery algorithm. Fig. 1 shows 
the process of P2P service discovery. 
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Figure 1. P2P service discovery 

As shown in Fig. 1, the user’s role can be "service user ", 
and also can be "service provider" in P2P framework. The 
number of "service provider" consciously changed with the 
number of "service user". The more people used, the more 
people served. The mode is flexible, which service nodes can 
join and leave at any time, without affecting the structure of 
the service network. And it is easy to expand. Although in 
the condition that the cluster head and the cluster node may 
have formed a structured service organization, there is still a 
P2P between the cluster heads. And the process of service 
discovery is mainly carried out between the cluster heads. So 
it needs to use a P2P service discovery. It is different with 
the complete P2P structure service discovery algorithms. Its
searching object is the service catalog of the whole cluster 
which is located in the cluster head. 

II. RELATED WORKS

In traditional P2P service discovery algorithm, it usually 
uses multicast or broadcast manner to find the services met 
the requirement of the service requesters [2-11]. Most of the 
service requesters use flood policy for distributing their 
requests on the network, or selectively forward based on the 
cache directory information of service nodes. The cost of the 
establishment and maintenance of the service cache list may 
be large, and the energy of the node consumed by the global 
broadcast may be great, which can’t meet the principles of 
IoT services design. In addition, these algorithms are more 
suitable for the ad hoc network which has a relatively stable 
link. And these algorithms cannot be suitable for the Delay 
Tolerant Networks (DTN) caused by dramatically bad 
communication environment, since the node's high mobility 
and low density, and other factors. In order to meet the 
service discovery in DTN, we need a DTN routing algorithm 
equipped with service information to implement the service 
request message and response message forwarding. Finally it 
can achieve the purpose of service discovery. 

In the study of routing in DTN, Epidemic [12] is the 
basic routing algorithm based on copy, but the large sum of 
copies will consume a lot of network resource which lead to 
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serious network congestion. Many scholars have proposed 
many methods to improve Epidemic, the widely used is 
Spray and Wait [13], which is a multi-copy routing 
algorithm. It uses the copy less than the amount of Epidemic, 
and achieves approximate performance of Epidemic. In this 
paper, we use Markov model to predict the meeting time 
interval between the nodes, and add the predict result to the 
Spray and Wait routing algorithm. Then, find out the node 
that recently met with the destination node as the highest 
utility value node for service message delivery. In this paper 
the service discovery algorithm based on Markov meeting 
time interval prediction function model is called FMSD for 
short. 

III. MARKOV-PM
It is not accidental that the nodes are encounter in some 

scenarios, and there is an inherent law. Based on the interval 
sequence of nodes in the previous encounter, we use Markov 
chains to predict the approximate range for the next 
encounter interval, in order to find out a node that may have 
first encounter with the destination node to forward the 
message. In this paper, the approach is called a Markov time 
interval prediction model (Markov-PM). 

We supposed the meeting interval as a random variable X. 
The sequence X୧ can meet the requirement of discrete time 
and discrete state by Markov chain [14]. For any two nodes 
in the network, they have the whole interval sequence X୧
about their encounter, and the X୧ in accordance with given 
range is divided into seven states. When 0 < X୧ ≤ 100 the 
state is “1”; when 100 < X୧ ≤ 200 the state is “2”; when 200 < X୧ ≤ 300 the state is “3” when 300 < X୧ ≤ 400 the 
state is “4”; when 400 < X୧ ≤ 600 the state is “5”; when 600 < X୧ ≤ 800 the state is “6”; when 800 < X୧ the state is
“7”. Therefore, the encounter between any two nodes can be 
represented as sequence a୧ that is consisted by the state “1-7”. 
The properties of Markov chain is as follow: 

P(X୬=a୬ |X୬ିଵ=a୬ିଵ ,X୬ିଶ=a୬ିଶ, … ,Xଵ=aଵ)=P(X୬=a୬ |X୬ିଵ=a୬ିଵ)     
Wherein, X୧ denotes the interval of each twice encounter,a୧ shows a state which the encounter time interval belongs to,

ranging from “1” to “7”. X୧ is counted by each node itself, 
and stored in the local array in the form of a୧. When a source 
node is encountering with any node B୧, the first thing is to 
update their encounter time interval sequence. And then it
will view the historical encounter interval sequence of  B୧
which have the encounter with the destination node and 
establish the state transition matrix “P” by the historical 
sequence, as shown in Eq. (2). 
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1234567
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Transfer matrix P୧୨ is the probability of the transfer from 
the state i to state j. ∑ P୩୧ = 1, (k = 1,2,3,4,5,6,7)଻୧ୀଵ

Assuming the current state is k, it will find out the 
column corresponding to the maximum number of 
probability value in row k in the state transition matrix. So it 
can predict the meeting interval that the node will meet the 
destination node. 

Suppose the encounter time interval sequence that a nodeSୟ have an encounter with the destination node Sୠ is {2, 1, 3,
2, 4, 5, 4, 1, 3, 2, 3, 6, 7, 5} The state transition matrix can be 
obtained as (4):

0010000
1000000
0001000
002100021
031000320
0003131031
0000100

7
6
5
4
3
2
1

7654321

Since the last state of Sୟ  is “5”, by the state transition 
matrix (4), we can look for all the probability values in the 
fifth row. The maximum probability value “1” is in the 
fourth column, so we can forecast that the next interval state 
is “4”, which can predict that the node Sୟ  will have an 
encounter with the destination node Sୠ in the interval time 
(300,400].   

According to Markov-PM, we predict the state of the 
next encounter interval a୧ for each B୧ node which will have 
an encounter with the destination service node. The smaller 
the a୧, the earlier encounter with the destination service node. 
However, there may exist more than two B୧that will have an 
encounter with the destination service node within the same 
time interval a୧, in this paper, we adopt two-step prediction 
methods, which used the same state transition matrix to 
predicted a step further. If there are still more than two B୧
that will have an encounter with the destination service node 
within the same time interval a୧ after two-step prediction, we 
will compare the time that have an encountering with the 
destination node between these nodes, and select the node 
whose encounter time with the destination service node is 
earliest as the message delivery node. Fig.2 shows the 
forwarding process of Markov-PM. 
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Figure 2. The forwarding process of Markov-PM

IV. SPRAY AND WAIT BASED ON MARKOV-PM
Spray and Wait [13] is a classic routing protocol that has 

a fixed quota copy. The message transmission process is 
divided into “spray stage” and “wait stage”. First, we
determine the number of the message copies in the source 
node. When the node has an encounter with the other nodes, 
if the node does not have the message, it will spray a portion 
of the message copies to it. Until the node only has one 
message copy, it will spray no longer and enter the “wait”
state. It will send the only message copy to the destination 
node until it has an encounter with the destination 
node. After that, the node that has received the message copy 
will also be performed like this. The algorithm can ensure 
that the number of the message copies in the entire network 
within a certain range to reduce the consumption of the 
network resource  

Both the two stages of Spray and Wait are obvious 
deficiencies. During the “Spray stage”, since it selects a node 
to distribute randomly, there may be a large number of 
messages may be transmitted to the low utility value node. 
During the “Wait stage”, since it waits for the destination 
node passively, it may miss many high probabilities of 
efficient nodes that will have an encounter with the 
destination nodes. The Markov-PM is applied in both two 
stages of Spray and Wait. It can improve the above two 
issues, as shown in Fig. 3. After the Markov-PM is applied 
in the “Spray stage”, the efficient nodes that will have an 
encounter with the destination node earlier within the 
communication radius may be found to distribute the 
message. Each node uses the same spray method to do a 
binary distribution until it has only one message copy, then it 
enters to “Wait stage”. It will deliver the unique message to 
the node that may meet the destination node earlier based on 

Markov-PM, rather than waiting for the destination node 
passively. 

A

B1

B2

Bi

C

Predict the interval that B1 will have an encounter With C

Predict the interval that B2 will have an encounter With C

Predict the interval that Bi will have an encounter With C
(minimum)

Bi becomes the delivery node with the highest utility value

Figure 3. The prediction of encounter  

V. THE INTERACTIVE PROCESS

Fig. 4 describes the interaction process when a client 
sends a service request. The main steps are as follows: 

1) Client access: the client selects a node in the ad hoc 
network as an access node, which is a common node. Only 
special feature is that it has the communication with 
connected equipment by the automatic protocol conversion. 
In this case, the access node can notify other nodes in the 
area to turn on the power, and wait for interaction [15].

2) Forward the service request: the client forwards the 
service request package to the communicably-capable 
service node via the access node. The access node will send 
the searching request to other nodes of the network 
according to routing policy. 

3) Receive the service request: the nodes of the network 
will match the service provided by it after receiving the 
request. If the matching is successful, it will return the 
response to the access point. The service response includes a 
service node provided a detailed description of the document. 

4) Use the service: Once the client receives a service 
response, it knows the capabilities of this node and the 
possible actions. The client can send control information to 
the node requesting to use the service. And the node will 
return data or service to the client. 

Client Access
node

Other nodes
within the region

Send the response

Power on

Log in request

Service request Service request

Return service response

Use the service

Use the service

Data or events
Data or events

Notice

Return service response

Return data or service

Adaptive configuration
join node

Figure 4. The interactive process of service requests 
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VI. SIMULATION AND ANALYSIS

We use the simulator ONE (Opportunistic network 
environment simulator) to simulate the proposed FMSD 
service discovery algorithm. We use the default map of ONE: 
the map of the Helsinki city. We set the number of the 
service nodes for 50, 100, 150, 200 and 250. No matter what 
kinds of the amount of the service nodes, there are 25 kinds
of services. That is, if the number of the service nodes is 100, 
the service is divided into 25 types. Each type of the service 
are four service nodes. The simulation parameters are set as 
follow: 

TABLE I. THE SIMULATION PARAMETERS

Parameter Value

Simulation time 18000s

Simulation area size 4500m*4500m

Number of nodes 50 100 150 200 250

Mobility rate 3-4m/s

pace time (1-120)s

Transmission rate 250Kbps

Transmission range 50m

Cache size 40M

Message generation 
interval

[300 400] [400 500] 

[500 600] [600 700]

TTL 3600s

In the above simulation scenario, we compare the FMSD 
algorithm with the service discovery algorithm based on  
Epidemic (Epidemic-SD), and the service discovery 
algorithm based on Spray and Wait (Spray and Wait-SD).
The average recall, the average precision, the average delay 
both of the service request and response of the three 
algorithms are compared. 

When the node message generation interval (MGI) is 
500s-600s, and the initial number of copies is 6. The total 
number of nodes is set as 50,100,150,200 and 250 in 
network. Fig. 5 and Fig. 6 are given the average recall and 
average precision of the three algorithms for comparison. Fig. 
7 and Fig. 8 show the average delay of the service request 
and response for comparison. 

Figure 5. Average recall for different number of nodes 

As shown in Fig. 5, the average recall of the proposed 
algorithm FMSD is better than the other two for any kind of 
the amount of the service nodes. 

Figure 6. Average precision for different number of nodes 

As shown in Fig. 6, the lowest average precision is
Epidemic-SD. The improvement of the average precision of 
FMSD is not obvious in the 50 service nodes comparing with 
Spray and Wait-SD. But with the increase of the amount of 
the service nodes, FMSD shows good performance. When 
the number of nodes is 250, it is higher than Spray and wait-
SD nearly 10%. 

Figure 7. Average request delay for different number of nodes 

As shown in Fig. 7, the average request delay of FMSD 
is less than Spray and Wait-SD for different number of 
nodes. Comparing with Epidemic-SD, only when the number 
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of nodes is 150, it is less than Epidemic-SD. because 
Epidemic-SD will abandon the longer delay message 
automatically. 

Figure 8. Average respons delay for different number of nodes 

As shown in Fig. 8, the service response average delay of 
FMSD is significantly less than Spray and Wait-SD, and is
basically consistent with Epidemic-SD. In addition, we find 
that the average response delay of FMSD is less than the 
average request delay, because the application of Markov-
PM may be consuming some time.  

In order to test the impact of MGI in service discovery, 
we complete another experiment. The number of nodes is set 
for 100, the initial number of copies is 6, the same proportion 
of service types. Message generation interval is adjusted in 
four cases, the average recall and precision of the three 
algorithms are shown in Fig. 9 and Fig. 10, the average 
request delay and the average response delay are shown in 
Fig. 11 and Fig. 12. 

Figure 9. Average recall for different MGI 

As shown in Fig.9, the average recall of FMSD is the 
highest for the four kinds of MGI. The average recall of 
FMSD is more than Spray and Wait-SD algorithm average 
nearly 5 percentage points, and more than Epidemic-SD 
algorithm nearly 35 percent. The MGI has little effect on the 
FMSD algorithm. 

Figure 10. Average precision for different MGI 

As shown in Fig.10, the average precision of FMSD is 
more than Spray and Wait-SD for the four kinds of MGI.
Comparing with Epidemic-SD, it has greatly improved. And 
the average precision of FMSD reaches almost 90% when 
MGI is 500s-600s. 

Figure 11. Average request delay for different MGI 

As shown in Fig.11, FMSD obtained the minimum 
average  request  delay  when  MGI is 600s-700s. The 
average response delay of FMSD is less than Spray and 
Wait-SD and substantially consistent with Epidemic-SD.

Figure 12. Average response delay for different MGI 

As shown in Fig. 12, the average response delay of 
FMSD for different MGI is less than Spray and Wait-SD and 
Epidemic-SD. 
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In conclusion, comparing with Epidemic-SD and Spray 
and Wait-SD, the average recall and precision of FMSD are 
both improved certainly for different number of nodes or 
MGI without sacrificing too much time. And the average 
response delay of FMSD is less than the average request 
delay. 

VII. CONCLUSION

This paper proposes a P2P service discovery algorithm 
based on Markov to improve both of the recall rate and 
precision in small delay, in order to adapt to the 
characteristics of high mobility, low density in the Internet 
of Things. Experimental analysis confirms the effectiveness 
of the proposed mechanism. 
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