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A B S T R A C T

There are both economic and environmental urges for transition from the current outdated power grid to a
sensor-embedded smart grid that monitors system stability, integrates distributed energy and schedules energy
consumption for household users. Especially with the proliferation of intelligent measurement devices,
exponential growth of data empowers this transition and brings new tools for the development of different
applications in power system. Under this context, this paper presents a holistically overview on the state-of-the-
art of big data technology in smart grid integration. First, the features of smart grid and the multisource of
energy data are discussed. Then, this paper comprehensive summarizes the applications leveraged by big data in
smart grid, which also contains some brand new applications with the latest big data technologies. Furthermore,
some mainstream platforms and knowledge extraction techniques are looked to promote the big data insights.
Finally, challenges and opportunities are pointed out in this paper as well.

1. Introduction

Big data gains ever more attentions and is regarded as the
intellectual “petroleum” that promotes modern socio-economic devel-
opment. For information science, the big data is usually defined as a
huge and complex data set, which is difficult for traditional tools to
store, process and analyze [1]. In terms of energy, a revolutionary
change is that the traditional unidirectional electricity grid has been
gradually replaced by smart grid (SG), which is also called as ‘the next-
generation power grid’. There are several trial projects of SG, such as
the ENEL Telegestore project in Italy, which is regarded as the first
attempt for SG construction in field [2]. Following that, several other
SG projects have been implemented, including the Hydro One project
in Canada [3], the InovGrid project in Portugal [4] and the Modellstadt
Mannheim (Moma) project in Germany [5]. Compare to the conven-
tional grid, the advantages of the SG are manifold, such as self-healing
& recovering functionality, better incorporation with renewable en-
ergies, situational awareness and transient stability, etc., thanks to the
deployment of smart meter devices and big data analytics, i.e. data
mining or machine learning [6].

1.1. Sources of energy data in smart grid

The big data in smart grid is generated from various sources.
Supervisory Control and Data Acquisition (SCADA) analog system,
which with one sample per 2–4 s sampling rate, has been implemented

in power grid for several decades. Due to the limited sampling rate, it is
impossible to observe the transient stability and oscillation of the
power system. Correspondingly, the Phasor Measurement Units
(PMUs), which has much faster scan rate (30–60 samples per second),
is able to produce direct time-stamped voltage/current magnitudes as
well as the phase angles [7,8]. By the end of 2015, the total installed
PMUs had reached more than 1380 granted by the American Recovery
and Reinvestment Act (ARRA), covering nearly 100% of the US
transmission system. In China, the State Grid and Southern Grid had
installed 1717 PMUs by the end of 2013 [9,10]. In addition to the
PMU, the advanced meter read (AMR) with 15-min read intervals has
also been deployed to replace the traditional once a month reading
meters. As a result, for each meter, it reads 96 data per day and carries
out 2880 data per month, which means that 2880 times of kWh data
has been increased just in the power metering field. The proliferation of
PMUs, AMR and other advanced measurement devices such as
Intelligent Electronic Devices (IEDs), Digital Fault Recorder (DFR),
Sequence of Event Recorder (SER), etc. [123,124], have brought
enormous data volume in power system for storage, curation, mining,
sharing and visualization. As pointed out in [11], the numbers of global
smart meter installation will triple from 10.3 million in 2011 to 29.9
million by the end of 2017. It shows that 100 PMUs with 20
measurements generate over 100 GB data per day at the rate of
60 Hz sampling rate [12].
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1.2. Benefits from big data analytics in smart grid

It is known that, the big data has brought numerous tangible
benefits to the utilities and electricity users, which can be systemically
concluded as follows:

1) Increasing System Stability & Reliability: Safety is always placed
in the first place in the priority of power grid and can be
encompassed two major aspects: stability and reliability, which
can be further sub-divided into some sub-aspects such as oscillation
detection, voltage stability, event detection & restoration, islanding
detection & restoration, post-event analysis, etc. [131]. Many of
the above issues have been studied and used for decades. It is
worthy pointing that, with the emergence of the big data and
advanced data analytic technology, it is possible to explore some
new capabilities or to improve the outdated monitoring and
detection methods. For instance, as reported in [13], an oscillation
in a wind farm was detected through PMU but unobservable by
SCADA, this is a typical benefit from the big data analytics in the
safety of smart grid.

2) Increasing Asset Utilization & Efficiency: In practice, the big data
analytics can increase asset utilization and efficiency, especially in
better understanding of the operating characteristics and physical
limits of the assets, better validating and calibrating of the models,
and better integrating the renewable resources with big data tools.
For instance, in [14], the authors use the voltages measured by
smart meters and Geo－Information system (GIS) data to conduct
transformer fatigue analysis, which aware the operators to overhaul
or change the transformer in advance. In addition, many works
have also been carried out to investigate the usage of big data for
model validation and calibration in [15–19].

3) Better Customer Experience & Satisfaction: Recently, significant
progresses have been made for deploying smart meters at homes,
offices or other premises worldwide [20,21]. The mass rollout
enables easier billing, fraud detection, forewarning of blackouts,
smart real-time pricing schemes, demand response and efficient
energy utilization. However, all the above applications need high
sampling rate by the meters and advanced data analytics, as well as
the information communication technologies.

1.3. Main contributions

Up to this moment, the smart grid and the big data are usually
reported separately [22–25] and [26,27] [125,126]. However, the
analysis of the big data in smart grid is rarely reported. To the best
of our knowledge, K Zhou et al. reviewed the big data driven smart
energy management in [28], which mainly illustrates the architecture
and industrial applied energy management tools. BA Schuelke-Leech
et al. reviewed the opportunities of the big data in electric utilities [29].
However, this work cannot be extended to smart grid. Hu and
Vasilakos presented a comprehensive review of the big data application
in energy taxonomy and security [30]. In order to get the full utilization
of the big data in smart grid, this paper presents a holistically review of
the big data issues in smart grid.

In general, the contributions of this paper are manifold and can be
summarized as follows:

• It provides a first comprehensive survey covering both smart grid
and energy big data analytics. To the best of our knowledge, this is
the first attempt to systematically look into the big data issues in
smart grid.

• It points out some the latest applications or methods in power
system empowered by big data technology. For instance, the data-
based approach for fault detection and classification in Micro-grid,
which results in a much better performance than the conventional
model-based approach [31]; the measurement-based estimation of

the power flow Jacobian matrix which is proved to be more efficient
for inferring the pertinent information about the system topology in
near real-time [32].

• Both implemented data-driven applications by utilities and practical
used data analytic methods worldwide have been listed in this paper.

The rest of this paper is organized as follows: In Section 2, the
mainstream applications empowered by big data have been discussed.
In Section 3, the big data platforms and data mining methods are
presented and compared. We argue some future research directions
and challenges in Section 4. Section 5 is devoted to the conclusions.

2. Big data applications in smart grid

2.1. Wide area situational awareness

The concept of “situational awareness” (SA) first appears in aviation
industry. Fig. 1 shows the process flow of SA in a general system. It
could be seen that a complete SA process has three steps, i.e.
perception, comprehension and projection. The first step is to perceive
heterogeneous data which may come from the conventional SCADA
system or the newly installed IEDs and PMUs. The second step is to
comprehend what the perceived data mean in relation to system
oscillation or instability. This step is actually very resource-demanding
and requires good knowledge of information extraction. The last step
projection means the understanding of future behavior of the system
through the above two steps. By constant and proper projection, the
control room operators have enough time to respond to the events,
which contributes to the prevention of cascading catastrophe.

In the real-world scenario of wide area situational awareness
application, there are two issues need to be solved: the limitation of
the installed PMUs and the latency brought by the decision making
algorithms.

Due to the expensive cost and complicated factors of deploying
PMUs in the grid, the number of the synchrophasor sensors is limited
and need to be optimally placed. Many optimal PMU placement (OPP)
methods are raised, such as mixed-integer programming [34], model-
based OPP [35], zero-injection bused for further reducing [36], generic
algorithm [37], etc. [38–40]. Sodhi et al. [41] proposed an improved
OPP framework using five applications viz., improving state estimation,
assessing voltage /angular stability, monitoring tie-line oscillations and
the availability of communication infrastructure, to assess the potential
PMU sites.

For transient fault, the reaction time is normally within 100 ms
with which automatic protection devices take action without human
decision; while for long term stability, control room operators have
enough time to learn the situation by simulations or experiences.
However, for the situation between those two scenarios, the operator's
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Fig. 1. WASA in the decision-making process [33].
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decision in a relatively short time is essential. Despite that the batching
processing artificial intelligence (AI) could aid the decision making
process, the latency suffered by mathematical calculations is intoler-
able. Decision tree looks promising in dealing with moderate data
process, while steam mining is fit for big data process for decision
making. A decision tree built from data stream using Hoeffding bound
was proposed by Domingos and Hulten [42]. A main tree classifier and
a cache-based classifier which can handle high-speed data streams are
used to facilitate the intelligent decision making. The stream mining
techniques require no model information but achieve on-line SA with
reasonable accuracy, processing time and computational resources
[43–45].

There are some examples of WASA application. The situational
system SMDA (ver5.0) was used for wide-area monitoring and event
detection in Hydro-Quebec [46]. NYISO used the real-time and off-line
data to display the information on the dashboard which alerts
operators of anomalies including voltage drop, transient oscillation,
line tripping [7]. Peppanen et al. [47] developed a distribution system
state estimation (DSSE) and situational awareness system to monitor
Georgia Tech campus distribution system and deployed the 3-D
graphical user interface to enhance situational awareness. The data
collected by Oklahoma Gas & Electric via PMUs to conduct WASA in
Oklahoma and western Arkansas [9].

2.2. State estimation

Since initial introduction and pioneering work by Schweppe and
Wildes [48] [127,128], power system state estimation (PSSE) has
become an essential part in power system automation. Conventional
state estimation problem is solved iteratively due to the nonlinear
measurements by SCADA system. This is quite inefficient and bad data
intolerable. Motivated by the advent of big data and smart grid, new
algorithms and techniques have been raised and deployed. A decoupled
linear estimation method using the time sequence data measured by
PMUs is proposed in [129], which decouples the problem into two
independent smaller problems for accelerating the estimation process.
A PMU based robust state estimation method (PRSEM) [49] that
adapts weight assignment function to eliminate the unwanted dis-
turbed data is developed in order to increase algorithm robustness.
Actually there are two major problems in conducting PSSE, one is the
bad data filtering and the other is dimensionality reduction of big data.

In the real field, there are many causes for “bad data” (BD), such as
metering devices failure and electromagnetic interferences. The state-
of-the-art techniques for BD detection can be classified into two
categories: pre-estimation and post estimation [50].

The pre-estimation approach uses normalized residuals test and re-
estimate the state, in which case the BD is part of the iterative process.
However BD post estimation is more reliable, faster and non-iterative
compared to BD pre-estimation, which makes it suitable for bad data
detection in PSSE applications.

Dimensionality reduction of big data in smart grid is essential for
state estimation. Principal component analysis (PCA) is one of the most
used method for dimension reduction for its good performance in
preserving original data, as well as its fast computation feature [51].

There are several SE projects implemented in US [52]. ATC
performed a high-level validation of its state estimator model using
PMU voltage angle data. Duke Energy used energy data to improve
state estimation, system model accuracy, and the time required for
post-event analysis. ISO-NE conducted a feasibility demonstration of a
data-based state estimation for the 345 kV network and evaluating a
hybrid PMU/SCADA state estimator.

2.3. Event classification & detection

Disturbance in power system involves many types, such as faults,
line trip, load shedding, generation loss, oscillation, etc. Conventional
event detection is model/topology based post-event analysis. In smart
grid, the big amount of data and information make it feasible to use
data-driven approach for real-time event classification and detection.

Event classification/categorization is the preparation for event
detection and location. Fig. 2 shows a hierarchical approach for
disturbance event classification. For example, the event “Voltage sag/
dip”means voltage reduction of more than 10% (up to 30%) of nominal
voltage for more than 8 millisecond (up to 1 min). This is the functional
specification for a certain disturbance event and all the voltage and
frequency events could be categorized either oscillatory or non-
oscillatory. However, it is worth noting that this hierarchical categor-
ization only considers the most frequently happened events in power
system. A comprehensive unsupervised clustering method (hierarchi-
cal, partitioning and density-based approach) is proposed to classify
2226 disturbances stored in Public Service Company of New Mexico
(PNM) from 2007 to 2010 [53]. Chen et al. [54] propose a scatter-plot-
based event classification (SPEC) algorithm to conduct the classifica-
tion. The dots scatter outside the core subspace indicate a disturbance
and the topological shape decides the types of the events.

Current PMU standard IEEE C37.118 does not define the transient
or dynamic events which is vital for power system stability [55,56].
Detrended fluctuation analysis approach is suitable for dynamic events
detection using the big amount of energy data. A refined parallel
detrended fluctuation analysis (PDFA) algorithm is proposed for fast
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Fig. 2. Hierarchical event classification.
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detection with parallel MapReduce architecture [57]. Neural networks
and fuzzy logic are exploited for transient event detection in smart grid
due to its inter-neuron connection strength and synaptic weights.
Supervised learning and unsupervised learning are two ways for
conducting neural networks. A combined supervised/unsupervised
scheme is proposed and has proven to be more efficient and capable
than either single approach [58]. For multiple event recognition and
detection, the successive disturbances might be overshadowed and
overlooked. Event unmixing conception and nonnegative sparse event
unmixing (NSEU) algorithm have been proved as an effective way for
multiple disturbance events separation and detection [59].

The transparent data mining algorithm Decision Tree (DT) with a
Radom Forest (RF) based black box model is proposed to detect and
classify faults in Micro-grid. A large data set of 3860 samples is
established to train the DT and results in 97% fault detection accuracy
compared to 56% by the existing over current relay method [31].

There are nine projects relate to event detection, management &
restoration under ARRA [7]. Western Electric Coordinating Council
(WECC) used correlation algorithm leveraged by big data for event
detection and decision support. ATC uses PMU data to provide a check
on the operation of protection devices, determining if faults are cleared
properly and if all three phases open at the same time.

2.4. Other applications

2.4.1. Power plant models validation and calibration
Power plant models validation and calibration perplexed the

utilities and operators for a long time. The performance could only
be conducted by staged testing and requires the plants to be shut down,
costing utilities approximately US$15,000 to US$35,000 every time
[15]. Leveraged by the big measurement data metered by the PMUs,
IEDs, FDRs, new data-driven approach has been developed to verify
the power plant models. The measured disturbance recording could be
used to compare with the simulations, thus supplement the baseline
test to adjust the models.

2.4.2. Short-term load forecasting
Big data based short-term load forecasting methods have been

proposed in recent years [60–62]. The core technique of this method is
to classify load patterns using association and clustering analysis based
on the smart metering data in addition to historical load data and
ambient data, such as temperature, humidity, and rainfall data. Due to
the influx of load forecasting models, the conventional “abstract
metrics”, such as mean absolute error (MAE) and root mean square
error (RMSE), are not accurate enough to evaluate the residual errors
between predicted values and actual values. With the fine spatial and
temporal granular data, more sophisticated techniques such as regres-
sion tree learning [63] and artificial neural networks [64] can be used
to solve this evaluation problem.

2.4.3. Distribution network verification
Because of the low accuracy GIS inputs data, it is important to

verify the network connectivity regularly. Big data analysis assists in
verifying the distribution network topology in smart grid, especially for
the underground feeders which are difficult to check [16,64]. This is a
typical correlation statistical algorithm use-case leveraged by power big
data. Similar applications including secondary modeling [14,65],
transformer identification [66], and electricity theft [130] are devel-
oped based on the same algorithm.

2.4.4. Big data driven demand response
Demand response management is an effective way to reduce the

load burden during peak hour, however the conventional approaches
are to cut off the predetermined loads, which result in inflexibility. In
[67], 66,434,179 load profile data per 24 h, which is collected by more
than 200,000 smart meters in Pacific Gas and Electric Company (PG&

E), is utilized to conduct the customer target for Demand Response
(DR). To solve the stochastic knapsack problem (SKP) for optimal
customer selection, both the efficient heuristic and greedy algorithm
are applied.

2.4.5. Parameter estimation for distribution system
Generally, automated parameter estimation (PE) is only suitable for

the transmission system other than the distribution power system due
to its intricate radial topology and lack of measurements. However,
with the massive implementations of sensors in smart grid, new
parameter estimation methods of the distribution system secondary
network are proposed. The big data from advanced metering infra-
structure (AMI) and other sensors offer the possibility to the secondary
system to realize the line impedances calibration. For instance,
Peppanen et al. utilized the data collected by AMI and some PV
measurements to improve the calibration accuracy of the Georgia Tech
campus distribution secondary circuit parameters [68].

2.4.6. System security and protection
Cyber-attack is regarded as one of the biggest threat in smart grid

scheme due to the interconnection and interoperation of the compo-
nents and networks. Intrusion detection system (IDS) as a counter-
measure traditionally is a knowledge-intensive host-based system, thus
it has its limitation in term of scalability and flexibility. It might be a
good thought to take multiple data source into account to build a
specification-based hybrid IDS for comprehensive system monitoring
and protection [69]. Compared to the conventional cryptography in
cyber security community, real-time and tight cyber-physical couplings
bring the difference to the security concept of smart grid. In [30], it is
pointed out that smart grid is vulnerable to cyber-attacks due to the
openness and autonomy feature. Although many security solutions
have been made for smart grid, most of them are not based on big data.
Currently, there are three typical achievements of big data security and
privacy: (i) big data oriented cryptosystems, (ii) big data oriented
anomaly detection, and (iii) big data oriented intelligent applications.

For sure, there are other applications brought or improved by big
data analytics, such as islanding detection [70], oscillation detection
[71], real-time rotor angle monitoring [72], et al. Table 1 lists some
practical implemented applications empowered by big data in smart
grid worldwide.

3. Techniques used for big data analysis in smart grid

3.1. The platforms for big data analysis

In order to realize the functionalities illustrated above, it is essential
to find a suitable platform or model that accommodates these applica-
tions effectively and efficiently. Cloud storage and computing, a newly
emerged technology, gains lots of attentions and earns huge popularity
due to its advantages in many aspects. Chang et al. [79] compared the
cloud and non-cloud big data in the term of data storage, and the result
shows that on cloud basis the actual execution time is lower, while
consistency and efficiency are higher compared to the non-cloud basis.

Fig. 3 depicts a ubiquitous model of data cloud model for smart
grid. Heterogeneous data are metered by sensors and then transmitted
to the data cloud sub-centers via application programming interface
(API) and transmission network. All the data stored in the cloud can be
queried by the legitimate actors (e.g. control room operators, 3rd party
service providers) for specific applications. The merits of this schema
are manifold, such as cost sharing, interoperability and extensibility,
high efficiency of parallel computation, distributed management, as
well as high fault-tolerance and data security.

In fact, there are many industrial cloud platforms that have been
used for smart grid big data. Microsoft Azure is a flexible and
interoperable platform hosting cloud based applications and conduct-
ing data processing as well [80]. Holm [81], a private household energy
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management tool, is the first application in this category that based on
the cloud platform Azure. Google PowerMerer [82], an application to
track the household energy consumption is also based on the cloud
platform Google APP Engine. InterPSS [82], short for An Internet
Technology-based Open-source Power System Simulation, aims at
developing a cloud data based simulation platform for newly applica-
tions in smart grid. In [83], Smart-Frame, a cloud computing based big
data information management framework designed for smart grid, is
proposed. The framework consists of three hierarchical levels: top level,
regional level, and end-user level. This framework is utilized in a
prototype on Eucalyptus, which is a popular open source cloud
computing based platform. Other platforms or cloud computing
modules are studied or have been applied including MapReduce,
Chord, Dynamo, Zookeeper, Chubby, etc. [84–87].

In the following part, the two most frequently used platforms in
smart grid nowadays will be discussed.

3.1.1. Hadoop MapReduce platform
MapReduce, initially developed by Google in 2004, is the most

prevalent programming model for large scale data processing. It has
several implementations such as Hadoop, Mars, Phoenix, Dryad and

Sector/Sphere. Hadoop is regarded as the most promising implemen-
tation due to its scalability, fault-tolerance and automatically failure
restoration techniques. Firstly developed by Doug Cutting and Mike
Cafarella in 2005 [88], it is widely used among big technology giants
such as Google, Yahoo, Facebook, YouTube, IBM and Microsoft. Fig. 4
depicts the architecture of Hadoop MapReduce framework. There are
two major parts in this framework: MapReduce and Hadoop
Distributed File System (HDFS).

MapReduce, initially developed by Google in 2004, is the most
prevalent programming model for large scale data processing. It has
several implementations such as Hadoop, Mars, Phoenix, Dryad and
Sector/Sphere. Hadoop is regarded as the most promising implemen-
tation due to its scalability, fault-tolerance and automatically failure
restoration techniques. Firstly developed by Doug Cutting and Mike
Cafarella in 2005 [88], it is widely used among big technology giants
such as Google, Yahoo, Facebook, YouTube, IBM and Microsoft. Fig. 4
depicts the architecture of Hadoop MapReduce framework. There are
two major parts in this framework: MapReduce and Hadoop
Distributed File System (HDFS).

Due to the unique characteristic of energy big data, the information
science originated platform needs to be modified and to be used in
power system. In [89], Zhang et al. proposed a new incremental
MapReduce and named it as i2MapReduce to perform key-value pair
level incremental processing and to support more sophisticated
iterative computation in power system. In [90], Xing et al. proposed
a platform Petuum for the wide range machine learning. The efficacy of
this general-purpose framework was verified in the experiment by
comparing with MapReduce as well.

Table 1
Smart grid applications empowered by big data.

Applications Software name Developer Description Refs

Situational awareness system FNET/GridEye Yilu Liu( Leader) A variety of applications were developed, including real-time event detection and
location estimation, oscillation detection etc.

[73,74,93]

Wide area situational awareness SMDA (ver5.0) Hydro-Quebec Collects the wide-area phasor data in real time and monitors inter-area
oscillations, covering about 25% of the 735 kV substation.

[46,75]

Event detection & Alarm
Management

e-terra3.0 Alstom Present and visualize disturbances and navigate to the relevant diagnostic
information

[76]

Power plant models validation CERTS BPA & CERTS BPA engineers calibrate the Columbia Generating Station (CGS) model without
off-line the generators

[15]

Oscillation Detection and
Mitigation

GRID-3P platform Electric Power
Group

Oscillations are not observable using SCADA technology but are observed by fine
granular PMU data.

[7]

Renewable Resource Integration DEMS Siemens A data-driven system for monitoring, managing and integrating distributed
generation and renewable energy into the bulk power system

[77]

Transient stability and Intrude
Detection

WARMAP5000 NARI Technology Combine real-time monitoring data and simulated data for wide-area transient
stability control and cyber-attack prevention

[78]
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Fig. 3. Cloud architecture for smart grid big data.
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3.1.2. Apache spark
There are mainly three ways to tackle the big data processing, i.e.

batch, stream and iterative. In [91], it is pointed out that, Hadoop Map-
Reduce is suitable for the analysis of empirical and static data, but not
suitable for real-time and stream data analysis. Compared to Hadoop,
Apache spark is able to process on-line and streaming data. Apache
Spark is an open source framework for big data computing, initially
developed at the Berkeley's AMPLab, University of California. Spark
runs programs up to 100x faster than Hadoop MapReduce in memory,
or 10x faster on disk [92].

The spark framework powers a stack of libraries including struc-
tured query language (SQL) & data frames, MLlib for machine
learning, GraphX, and Spark streaming. The North American Power
Grid Frequency Monitoring Network (FNET/GridEye) [93], which is
led by Yilu Liu, is a typical example of the spark implementation in
smart grid. This system deploys 150 frequency disturbance recorders in
United States and about 50 ones in the world, whose architecture
includes the openPDC for real-time applications, the distributed
analytics cluster for near-real-time apps and the Apache Spark for
post event & statistical analysis. Thanks to the high-speed, widely
monitored data and distributed data analytics platform, some power
system events, such as the generator shedding at James A. Fitzpatrick
power plant during 2012 Hurricane Sandy [93], can be detected
promptly.

3.2. Data analytics for energy big data

Collecting the data alone is useless, it is the information extracted
from the big dataset that matters. Data mining which identifies insights
and patterns in data is considered as the one of the most useful
techniques for knowledge extraction. Data mining is not new in power
system, however the technique used over the past few decades is
primarily based on SQL database or even spreadsheets statistics. In the
context of smart grid, it is truly demanding for new efficient and
effective algorithms and tools to deal with large influx of data.

The initial data mining methods are pretty primitive, such as static
knowledge and single-source mining methods [94]. They are not
suitable for smart grid scenario which encompasses massive hetero-
geneous and stream data. Multi-source mining mechanism and dy-
namic data mining methods are put forward to solve this problem. A
local pattern analysis approach was firstly proposed by Wu et al. [95],
laying a foundation for multi-source mining mechanism and paving the
way for the divide-and-conquer method in data mining territory. The
conventional centralized approach for data processing and analysis is
inefficient, resource-demanding and costly. An alternative way is
distributed computation and it has been applied in many fields such
as Geo, climate and environment analysis, Human Genome Project,
Dark Energy Survey (DES) project etc. [96]. It is well grounded that
distributed data analysis is a good option for massive multi-source

dataset mining in smart grid. There are already some literatures
looking into this edge data processing method [93,97].

With the drastically increasing computation ability and lowering
hardware cost, some new information extraction methods have been
proposed and developed. Machine learning is among one of them.
There are nine most frequently used machine learning algorithms,
including k-means, linear support vector machines (LSVM), logistic
regression (LR), locally weighted linear regression (LWLR), Gaussian
discriminant analysis (GDA), back-propagation neural network
(BPNN), expectation maximization (EM), naive Bayes (NB), and the
independent variable analysis (IVA). Each of the algorithms has its own
characteristic and can be used in different scenarios. In [98,99], a
method, which combines hybrid k-means clustering with principal
component analysis, was utilized to carry out the data dimension
reduction and estimation mapping to estimate the power generation of
invisible solar sites. Besides, 405 PV-sites data across California was
employed to prove the concept [99]. In [100], the authors proposed an
additive quantile regression to conduct the probabilistic forecasting for
the disaggregated smart metering. It is based on 3639 households
meters installed by Commission for Energy Regulation (CER) in
Ireland, which is also a novel attempt for individual smart meter data
estimation other than the traditional aggregated load forecast.

Shallow learning models (e.g. k-means, LSVM, LR) have been
proven to be useful in the terms of well-constrained simple problems
optimization. However, for complicated application cases, such as
natural language problem, it yields results far from satisfaction.
Instead, a refined and much more complicated approach is proposed,
i.e. deep learning [101]. Other than shallow learning, deep learning
exploits multi-layers of the hierarchical structure and it can be divided
into supervised deep learning and unsupervised deep learning. Table 2
lists some proposed or practical implemented algorithms applied for
the applications in smart grid.

4. Challenges and future prospects

The concept of big data is not new, it can be used to create
transparency, reveal demands, and replace manual decision making
and so on. However, big data technology applied in power system is
currently in its infancy stage and there is a long way to go. We point out
some challenges lying ahead in the terms of smart grid big data
technology.

(1) Multisource data integration and storage. Traditional data
analysis usually deals with data from single domain, it is essential
to find a fusion method for multisource dataset, which has
different modalities, formats, and representations. In the terms
of big data storage, although some of the system such as Hadoop
distribute file system (HDFS) seems to be feasible, it still needs to
be tailored and modified in order to accommodate power grid big

Table 2
Data analysis algorithms applied for the applications in smart grid.

Algorithms Applications Refs

Principal Component Analysis (PCA) Dimensionality reduction [51,102,103]
Artificial Neural Networks (ANNs), K-means, Fuzzy c-means, eXtended Classifier System for clustering

(XCSc)
Load classification [104–107]

ANNs, Empirical Mode Decomposition, Extended Kalman Filter, Extreme Learning with Kernel, Decision
Tree

Short-term load forecasting(STLF) [108–111]

Statistical Relational Learning (SRL) Knowledge Graphs [112,113]
Random Matrix Theory Anomaly detections [114,115]
Deep Neural Networks, Multi-view Learning, Matrix Factorization Cross-Domain Data Fusion [33,116,117]
Lyapunov Exponents Rotor Angle Monitoring [72]
Playback Process, Sensitivity Analysis Generating Unit Model Validation [18,118]
Decision Tree (DT) & Radom Forest (RF) Fault Detection & Classification [31]
Additive Quantile Regression Individual Smart Meter Data Estimation [100]
K-means Clustering and Principal Component Analysis Estimation Invisible Solar Sites Power Generation [98,99]
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data.
(2) Real-time data processing technology. For some urgent

applications such as fault detection and transient oscillation
detection, the reaction time scale is milliseconds. Although the
cloud system is able to provide fast computation service, the
network congestion, complicated algorithm, combined with the
massive amount of data still result in a latency. Database based on
memory seems to be a feasible way to tackle this problem, and the
memory based database HANA developed by SAP was used to deal
with massive kilo-watt meter data in order to better distribute
power flow [119].

(3) Data compression. Data compression technique is indispensa-
ble in Wide Area Monitoring System (WAMS). It should have its
own characteristics to meet the high fidelity requirements. Besides,
in order to detect the transient disturbance while achieving high
compression ratio (CR), some special compression methods are
also needed.

(4) Big data visualization technology. Visualized graphs and
charts can present operators with granular and explicit changes of
the voltage and frequency. However, how to effectively find and
represent the correlations or trends between multi-source data is a
big challenge. Other challenges lie in visualization algorithms,
information extraction & presentation and image synthesis tech-
nology [120].

(5) Data privacy and security. Legacy SCADA system will coexist
with newly AMI and IT systems in the foreseeable future. Cyber-
attack prevention is not in the consideration of SCADA system
design. The legacy systems and interoperation through APIs
expose the grid to dangerous scenes, such as meta-data spoofing,
wrapping and phishing attacks [121]. On the customer side, ever-
increasing smart meters for household energy consuming create
ever-increasing individual information [122]. As data are shared
between different entities, private data leakage could be a disaster
and leads to cascading troubles.

5. Conclusion

Big data technology is regarded as the major factor for smart grid
construction. In this paper, the big data issues of smart grid have been
surveyed from the following aspects: the energy big data sources; the
benefits of data-based approaches in smart grid; the theoretical and
practical implemented applications empowered by big data; and the
current platforms and techniques for big data analysis.

In smart grid, the latest deployed smart meters, such as PMUs,
AMR, DFR etc., and the legacy power grid field devices together
constitute the big data scenario for utilities. Actually, this construction
form not only brings multifold advantages, but also means many
challenges. In this paper, theory and practical implemented applica-
tions in power grid, which empowered by big data analytics, have been
thoroughly discussed. It is worthy pointing out that some of the
discussed applications are novel and effective compared to the con-
ventional non data-driven approaches. In addition, since the platforms
and methods for big data analysis is originally come from information/
computer science and need to be revised and tailored, they are also
covered in this paper. Furthermore, both the challenges and the future
prospects for big data utilization in smart grid are carefully summar-
ized at the end of this paper.
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