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Smart grid is a so-called ‘‘cyber-power system” because the cyber systems (control/monitoring/protec
tion, and communication networks) are integrated to power systems in it. The less effort has been
devoted in literature to reliability evaluation based on direct cyber-power Interdependencies (DCPIs)
in widespread presence of distributed generations (DGs) and charging load of plug-in hybrid electric
vehicles (PHEVs) as supply side uncertainties and demand side ones. The consideration of uncertainty
regarding the PHEVs in addition to other uncertain aspects inside the DCPIs is one of the most important
contributions of this paper. In addition, the sensitivity analysis of reliability versus the variation of fail-
ures in power and cyber elements is essentially analyzed. The introduced method is applied to two real-
istic case studies. The test results infer that the DCPI-based reliability evaluation of smart grids including
DGs and PHEVs is achievable through use of the proposed method. Because of using the Monte Carlo sim-
ulation (MCS), it is possible to extend the proposed method by integration of future uncertain and
stochastic subjects without any limit. Further, the test results illustrate that the communication failures
as direct network-element interdependencies (DNEI) is more important than direct element-element
interdependencies (DEEI). The numerical results also imply that the risk level due to DCPIs increases
due to inappropriate cyber network configurations.

� 2017 Elsevier Ltd. All rights reserved.
1. Introduction

The integration of control, monitoring, protection, information,
and communication infrastructures to power network leads to cre-
ate a so-called ‘‘cyber-power system”. The power and cyber net-
works of smart grid are governed by their own different laws,
protocols, and characteristics [1–3]. The literature on the modern-
ized power systems reliability examining the cyber elements is
numerable [4]. Singh and Sprintson [4] focused on the reliability
assurance of cyber-physical systems, and introduced a novel
classification of cyber failures. It should be noted that the reliabil-
ity evaluation of cyber-physical systems based on mutual cyber-
power interdependencies is an interesting subject.

In addition to smart grid and power systems, the reliability
evaluation of heterogeneous cyber-physical system has attracted
a lot of attentions. L. Zhang, et al. [5] introduced a method for
improving the energy efficiency and system reliability for prece-
dence constrained tasks in heterogeneous systems. The reliability
optimization with energy conservation for parallel task scheduling
in a heterogeneous cluster was focused in [6]. K. Li et al. [7] in
heterogeneous cluster systems studied the scheduling precedence
based on constrained stochastic tasks. These researches illustrate
the importance of reliability evaluation of cyber-physical and
heterogeneous systems. The cyber networks may adversely affect
the modernized power system, and the power and energy systems
may adversely affect the reliability of computing systems. There-
fore, developing the novel reliability evaluation method based on
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Nomenclature

v;V wind speed (m/s)
FðVÞ Weibull cumulative density function (CDF) of wind

speed
k; c shape and scale parameters of Weibull CDF
r standard deviation
vm mean wind speed (m/s)
f ðvÞ; f ðktÞ probability density function (pdf) of wind speed and

clearness index
u random number uniformly distributed on [01]
PW ðvÞ; Prated output power of wind turbine (W) and rated output

power of wind turbine (W)
vci;vrated;vco cut-in, rated, and cut-off speed of wind turbine

(m/s)
Kt ; �Kt instantaneous and mean value of hourly clearness index
G;G0 irradiance on a horizontal plane and extraterrestrial to-

tal solar irradiance (kW/m2)
a; b position and shape parameter of Beta probability distri-

bution
rkt standard deviation of clearness index
Tc; Ta solar cell and ambient temperature ð�CÞ
NOT nominal operating temperature of the solar cell ð�CÞ
I output current of the photo voltaic modules (A)
Isc short circuit current of photovoltaic modules (A)
KI current temperature coefficient (A/�C)
V ;Voc output voltage and open circuit voltage of photovoltaic

modules (V)
kV voltage temperature coefficient (V/�C)
PPV output power of the photovoltaic module
NPV number of photovoltaic modules
g photovoltaic inverter efficiency
MTTFj;MTTFj mean time to failure and mean time to repair of the

j-th component
Up timej;Down timej duration of in-service and out-of-service

state of the j-th component
Asegi availability probability of the i-th segment
e desired accuracy level
EðXÞ expected value of parameter X
SOCðt;nÞ state of charge (SOC) of the n-th plug-in hybrid electric

vehicle (PHEV) in the t-th time segment
DLG; LUG difference between demand loads and generation

capacities, and the largest unit of power generations
NC ;NP ;N;NSW ;NEMU total number of cyber elements, power ele-

ments, PHEVs, switches, and EMUs

NSR;Nseg ;C;K;nbus total number of servers, segments, operation
modes, system elements, and buses

HSm;MSm;RSm healthy, marginal, and at-risk period of m-th iter-
ation of MCS

Rn
cons;R

n
chg electric energy consumption (kWh/km) and electric

charging rate of n-th PHEV (kW)
Dxðt;nÞ;Dtðt;nÞ travelled distance and charging time of n-th

PHEV in t-th time segment
rPHEV ETD;rPHEV MTD standard deviation values of PHEV evening

and morning traveling distance
lPHEV ETD;lPHEV MTD mean values of PHEV evening and morning

traveling distance
rPHEV AT ;rPHEV DT standard deviation values of PHEV arrival and

departure times
lPHEV AT ;lPHEV DT mean values of PHEV arrival and departure

times
ATðnÞ;DTðnÞ arrival time and departure time of n-th PHEV
Availabilityðj; tÞ availability and unavailability of j-th element in

the t-th time segment
SðtÞ; S0ðtÞ; S0ðtÞ state vector of system in t-th time segment during

ordinary (direct network-element interdependencies)
DNEI, and (direct element-element interdependencies)
DEEI mapped conditions

Sðt; iÞ; S0ðt; iÞ; S0ðt; iÞ the i-th element of state vector in the t-th
time segment during ordinary, DNEI, and DEEI mapped
conditions

DNELðj; iÞ binary element of direct network-element link (DNEL)
matrix corresponding to the DNEI between the j-th cy-
ber element and the i-th power one

PG; PDDG; PG;DGs total power generation, output power of dispatch-
able DG units, and output power of all DG units

PLoads; PMainSub:PLoss demand load, power provided by main
63/20 kV substation, and active power loss

Vt;i; dt;j voltage magnitude and phase angle of the i-th bus in the
t-th time

Yij; hij magnitude and phase angle regarding the element of
admittance matrix corresponding to the i-th row and
j-th column

Pl; Pmax;l power passing through the l-th distribution line and the
power limit of i-th line

KD2T ratio of power generation of dispatchable DGs to all DG
units
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mutual cyber-power interdependencies is interesting and
essential.

The most reliability studies which considered the cyber-power
interdependencies (CPIs) focused on the conceptual insights
[4,8,9]. Even in references like [1,10] which developed the quanti-
tative evaluation methods for cyber-physical system, the stochas-
tic behaviors were not discussed, in details.

In references like [11,12], the adequacy evaluation of power
systems including wind/solar DG units were studied under various
uncertainties. But in such references, the eventual effects of cyber
system were not concerned. On the other hand, the proposed
method of [1,10] which considered the effects of cyber systems
on the power networks has not been coupled to previous
approaches considering the uncertainties. Hence, the authors pro-
posed the stochastic risk management for smart grids based on
direct cyber-power interdependencies (DCPIs) [13] and indirect
cyber-power interdependencies (ICPIs) [14]. In [13,14], various
sensitivity analyses have been performed to investigate the pattern
of DCPIs and ICPIs impacts as DG penetration level in different DG
technology scenarios. Although, the stochastic-based reliability
evaluation method has been in [13,14], but the uncertainty of
demand-side such as PHEV charging load has been received less
attention.

This paper tries to simultaneously consider the uncertainty and
probabilistic behaviors of power system (supply- and demand-
side) inside the DCPIs.

The introduced method is stochastic-based one using Mont
Carlo simulation (MCS) [15]. But Refs. [1,10] presented the analyt-
ical approaches using P-table. Although, it is possible to develop
the P-table to cover the uncertain supply and demand sides, but
through using stochastic approaches similar to MCS, it would be
more simplified to add the different stochastic parameters such
as charging load of PHEVs as the uncertain loads. By using the
MCS, it is achievable to accurate studying of stochastic behavior
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Fig. 1. A schematic showing direct and indirect CPIs of smart grid [13,14].
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of uncertain elements and systems in power systems [16], and the
different stochastic parameters can be simulated over an ade-
quately long period simulation [11]. Although through using of
PHEVs the consumption of fossil fuels and gas emissions by the
cars might be reduced, it will increase the electrical power demand
[17]. Hence, it is essential to simulate the impacts of PHEVs charg-
ing on the adequacy and reliability of smart grid. Proposing a com-
prehensive method studying the important uncertainties in both
power network (supply- and demand-side) and cyber network is
one of the most contributions of this paper. Moreover, the well-
being assessment which is a relatively new approach is performed.
The studies in wide spread presence of PHEVs for modeling the
eventual uncertainty of demand-side is the main contribution of
this paper in compare with [13,14] as the previous works of
authors. Further, the sensitivity analyses will be performed to gain
insight how the increase of failures in different type of cyber ele-
ments can affect the system reliability in appropriate and inappro-
priate cyber topologies.

The proposed method is applied to two case studies; the first
one is the practical rural distribution system introduced in [11],
and the second one is a realistic 20 kV distribution system of Hor-
mozgan regional electrical company (HREC) in Iran. The reliability
indices such as expected energy not supplied (EENS), loss of load
probability (LOLP), and well-being criteria are examined. The
obtained results illustrate how the cyber failure adversely affects
the system reliability under presence of DGs and PHEVs.

In brief, the main contributions of this paper to the field of
smart grid reliability are the following:

– Development of a novel stochastic-based methodology to assess
the DCPIs on the smart grid including DGs and PHEVs

– Precise simultaneously consideration of various uncertainties
such as PHEV owners’ behaviors, output power of renewable
DG units, and DCPIs

– Introducing a general approach for studying the different types
of uncertainties on the smart grid reliability by using MCS

– Well-being evaluation in addition to conventional reliability
evaluation methods

– Taking into account the reliability affects due to variation of
various uncertainties consist of failures in different cyber ele-
ments and power ones by sensitivity analyses

– Comparisons between the importance of different aspects of
DCPIs (e.g. comparison among the impacts of energy manage-
ment units (EMUs) as control elements and switches as commu-
nication ones)

This paper is organized as follows. Section 2 presents the com-
prehensive presentation of the proposed method. In Section 2, the
proposed method based on DCPIs and modeling and simulation
process of DGs and PHEVs are explained. Test case studies and test
results are addressed in Sections 3 and 4, respectively. Finally, the
conclusion is given in Section 5.
2. Comprehensive presentation of the proposed method

The first type of CPIs is the DEEI [1,2,10,13]. In this kind of CPIs,
the failure occurrence on a cyber element causes a failure on the
connected power one. The mal-operation or changes in the behav-
ior of a circuit breaker that caused by a failure on the direct con-
nected controller is an example of DEEI. This example can be
found in Fig. 1 [13].

The DNEI is the second type of direct CPIs. This interdependency
means that the failure in cyber network leads to the failure of cor-
responding element in the power network. For example, if a failure
occurs in one switch of the cyber network and the data stream can-
not flow in the other communication channel, the controller does
not receive the convenient data and the power network cannot
operate properly [1]. The communication failures corresponding
to monitoring and protection systems are examples of INEI [10].
The failure of protective device is an example of IEEI. For instance,
if a downstream protection device of distribution network such as
fuse, relay, and recloser does not work properly, the performance
of system does not change immediately, but the potential future
failures will be intensified. The comprehensive definitions and sup-
plementary examples regards to CPIs can be found in [13,14].

In this paper, a novel adequacy evaluation method which con-
siders the DCPIs using MCS is proposed according to following
steps:

– State initializing of smart grid in any time segment (hourly) (see
flow chart shown in Fig. 2)

– State mapping and considering the direct CPIs from two hetero-
geneous networks into an integrated one (see flow chart shown
in Fig. 2)

– Simulation of wind/solar/diesel DG units, PHEVs, and loads (see
flow charts shown in Figs. 2 and 3)

– Reliability and adequacy evaluation and well-being assessment
(see flow chart shown in Fig. 3)

In [13,14], the similar process except modeling of PHEVs has
been proposed by the authors which focuses on the impacts of dif-
ferent levels of DG penetration. In this paper, the precise modeling
of uncertainties regarding the demand side including the PHEVs is
added. Further, the behavior of cyber elements and the sensitivity
of cyber failures are mainly concerned in the sensitivity analysis to
get insight into how the changes in cyber failures affect the system
reliability.
2.1. State simulation of cyber-power system

The two-state reliability model shown in Fig. 4 is the most pop-
ular model for power systems [18–20]. To simulate the two-state



Fig. 2. Flowchart of the proposed state initializing, state mapping, and modeling of renewable DG units.
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model of smart grid elements, the probability distribution of time
to failure (TTF) and time to repair (TTR) must be determined. Var-
ious statistic models such as Exponential, Log-normal, Gamma, and
Weibull were developed to simulate the TTF and TTR data which
have the same nature as the recorded actual data. It is prevalent
to use the exponential distributions for modeling the TTFs and
TTRs. Most well-known reliability evaluation methods like cut-
sets [21], analytical methodology [11,22,23], and the Markov pro-
cess [24] were introduced based on the Exponential modeling. This
is mainly because the estimation regarding the Exponential distri-
bution from the historical data is very simple [19].

An Exponential distribution may be appropriate for modeling of
power system elements which operate in their designed useful life,
but this model could not be valid for aged elements. In fact, the use
of Exponential distribution to model the TTFs and TTRs is ade-
quately accurate for elements which are not subject to ‘‘burn-in”
nor are not subject to ‘‘wear”. Based on that, several studies ana-
lyzed the different distribution models for TTFs and TTRs. For



Fig. 2 (continued)
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instance, Zapata et al. [19] studied the model of TTR for 46 classes
of electric distribution elements based on the 4-year historical
data. The authors showed that the Exponential model is valid only
for 50% of the studied elements, but in contrast, the Log-normal,
Weibull, and Gamma distribution models are valid for 100%,
80.4%, and 69.5% of the monitored classes, respectively. Further,
the literature shows that Weibull distribution is the most general
used distribution for modeling of aging failure changes as a func-
tion of the operation time [25,26]. Hence, to model the TTF of an
aged system, the more accurate reliability evaluation is achievable
through using of Weibull distribution.

As described, it is important to get insight into how the various
distribution models for TTR and TTF affect the reliability results.
Nevertheless, in this paper the desired accuracy can be achieved
through the use of Exponential model for up- and down-states
because the proposed reliability evaluation method focuses on
the designed useful life, and the aging failures have not been con-
cerned. It should be mentioned that for studying of the indirect
CPIs as a future work of the authors, the performance of the mon-
itoring systems and aging failures play a major role. Therefore, the
more accurate simulation of up-state and TTF according to Weibull
distribution and down-state according to Log-normal distribution
is inevitable.

A random number generation algorithm is utilized to provide
uniformly distributed samples on [0,1]. Then, the discussed sam-
ples are transformed to up- and down-state variables by using
the appropriate cumulative density function (CDF). As described,
in this paper, the Exponential distribution is used to simulate the
two-state reliability model of system components. The up- and
down-state based on the Exponential distribution can be
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determined as (1) and (2) [13,27]. Then, the simulated up- and
down state of different components are used to produce the sys-
tem state using (3) and (4).

Up timej ¼ �MTTFj � Lnðu1Þ ð1Þ

Down timej ¼ �MTTRj � Lnðu2Þ ð2Þ

Availabilityðj; tÞ ¼ 1 t 2 Up timej
0 t 2 Down timej

�
ð3Þ

SðtÞ ¼ ½Availabilityð1; tÞ; . . . ;AvailabilityðNC þ NP ; tÞ� ð4Þ
The value of one for Availabilityðj; tÞ means that the j-th compo-

nent is in-service and the zero value represents the outage of the j-
th component.

Although availability is a measure for the percentage of time
which the equipment is in an operable state while reliability is a
measure of how long the item performs its intended function,
but the confusing between reliability and availability is usual. In
fact, availability can be measured as (5), while there are two com-
monly used measures of reliability: mean time between failure
(MTBF) and failure rate (k) as depicted in (6) and (7) [28,29]:

Availability ¼ Up time=Total time ðUp timeþ Down timeÞ ð5Þ

MTBF ¼ Total time in service=Number of failures ð6Þ
k ¼ Number of failures=Total time in service ð7Þ
On the contrary, the concepts of availability and reliability are

twisted together. It is evident that when the availability of any sys-
tem or component increases, the reliability of discussed system or
element directly increases. Therefore, it is common to use these
concepts instead of each other, particularly in reliability evaluation
of power systems. However, the difference between availability
and reliability should be carefully concerned.

The state initializing in any time segment is shown in Fig. 2. As
shown, the up- and down-time series is generated at the first time
segment of any MCS iteration (yearly segment), and consequently
the state initializing is done. The first time segment is investigated
based on the Mod function of time segment and 8760 (hours of 1-
year MCS iteration). Then, for all cyber and power elements, the
up- and down-states are simulated at least for 8760 h duration.
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Consequently, it is possible to generate the system state for any
time segment. By knowing the system state in any time segment,
it is possible to judge about the CPIs and other required activities
for completing the reliability evaluation. As shown in Fig. 2, the
up and down times are determined by using Exponential probabil-
ity model. It is necessary to generate the system state according to
state of any power and cyber elements. The energy management
units (EMUs), servers, and switches are considered as cyber ele-
ments which directly affect the power network. In this paper, the
discussed cyber elements are studied, but it is possible to add other
cyber elements with direct interdependencies to power network.
2.2. State mapping

In [1,2,10], an analytical state mapping methodology based on
the P-table has been proposed. In this paper, the stochastic-based
state mapping using MCS which was introduced in [13] is used.
It should be emphasized that this stochastic-based state mapping
enables us to simultaneously study various uncertainties and prob-
abilistic variables. This is possible because of using the MCS, while
it would not be easy in the analytical approaches. The discussed
advantage is an important motivation to prepare the proposed
state mapping approach. Accordingly, adding the modeling of
PHEVs charging as one of the most important uncertainty regard-
ing the demand side of smart grid is achievable inside the reliabil-
ity evaluation based on DCPIs.

If the j-th cyber element can support its functions but does not
receive the proper information from the data source, and leads to
failure or mal-operation of the i-th power element, the DNELðj; iÞ
is set to one, otherwise the zero value is assigned to DNEL cells
[13]. DNEL is usually applicable during the failures of communica-
tion elements such as data cables and switches. The integration of
equivalent states, particularly due to communication failures
between cyber elements is also achievable.

As described in (8), if the j-th cyber element is unavailable, and
there is a DNEI between the j-th cyber element and any power ele-
ment, the DNEI mapping must be performed. After condition ini-
tialization for DNEI state mapping as (8), the mapping can be
performed by using (9). In the target state based on DNEI mapping
ðS0Þ; if the state element of any power component has one value, it
is guaranteed that it may not be affected due to DNEI. In the pro-
posed method in [13], evaluation of all states is practically possi-
ble, although a set of states with a certain order like third order
approximately covers the all states because by increasing the state
order, the probability of these high order states significantly
decreases.

if
YNC

j¼1

Sðt; jÞ
����XNP

i¼1

DNELðj;iÞP1

¼ 0 ) DNEI Mapping : SðtÞ ! S0ðtÞ ð8Þ
S0ðt; iÞ ¼ Sðt; iÞ else:
Sðt; iÞ � Sðt; jÞ if DNELðj; iÞ ¼ 1

�
ð9Þ

Similar to DNEL, creating the DEEL matrix is the first step of
DEEI mapping procedure [13]. As it can be seen in (10), if the pro-
duct of state elements regarding the elements having a DEEI is
equal to zero, the state mapping starts. The zero value of the pro-
duct of discussed cyber elements means that any failure of any
cyber element is enough to start the DEEI mapping. Further to
determine that the j-th cyber element has a DEEI, the sum of the
respective DEEL (

PNP
i¼1DEELðj; iÞ) must be determined, and it’s

greater than or equal to one value implies that there is a DEEI.
Then, the system state is updated as (11), and the elements of state
vector corresponding to the power element which is intercon-
nected to specified cyber elements are multiplied to state elements
belongs to the discussed cyber elements.

if
YNC

j¼1

S0ðt; jÞ
�����XNP

i¼1

DEELðj;iÞP1

¼ 0 ) DEEI Mapping : S0ðtÞ ! S00ðtÞ ð10Þ

S00ðt; iÞ ¼ S0ðt; iÞ else:

S0ðt; iÞ � S0ðt; jÞ if DEELðj; iÞ ¼ 1

(
ð11Þ

As shown in Fig. 2, firstly if any failure occurs in any cyber ele-
ment, the DNEI mapping is started. Secondly, the DEEI shall be fol-
lowed. The DNEI state mapping starts if (8) is happened, otherwise,
the DNEI mapped state (S0ðtÞ) remains as (SðtÞ) without any
changes. Afterwards, the same procedure is repeated based on
(10). If it is necessary to DEEI mapping, the S0ðtÞ is mapped to S00ðtÞ:

By investigation of S00ðtÞ including DNEI and DEEI mapping, it is
possible to evaluate the system reliability as a conventional power
system without any CPIs.

2.3. Wind speed modeling and calculation of the output power of wind
DG units

The wind speed is simulated based on (13) [30–34]. Afterwards,
the output power of wind-based DG units is calculated as shown in
(14) and Fig. 2 [33–36] as a function of simulated wind speed.

V ¼ �c ln ð1� uÞ1k ¼ �c ln ðuÞ1k ð12Þ

PW ðvÞ ¼
0 0 < v < vci or vct > v
Prated � ðv�vciÞ

ðvr�vciÞ vci < v < v r

Prated v r < v < vct

8><
>: ð13Þ

The detailed explanations about the simulation of output power
for wind turbine DG units can be found in [13,14].

In Fig. 2(b), the modeling of the wind-based DG units is shown.
In the presented flowchart, it is obvious when the wind speed is
out of range (higher than cut-off speed or less than cut-in speed),
the output power of the DG unit is zero. In addition, for wind speed
values in range of rated and cut-off speed for wind turbine, the
rated output power is achievable. Otherwise, the output power is
calculated according to (14) as a proportion of the rated power.

2.4. Solar irradiance modeling and calculation of the output power of
solar-based DG units

The output power of solar-based DG units is calculated for a
specified solar irradiance, ambient temperature, etc. as (15)–(18)
[37–39]. The more detailed explanations about the modeling of
solar-based DG units have been given in [13,14] by the authors.

kt ¼ G
G0

ð14Þ

Tc ¼ Ta þ G� ðNOT � 20Þ
800

� �
ð15Þ

I ¼ kt � ðIsc þ ðTc � TaÞ � KIÞ ð16Þ

V ¼ Voc � kV � Tc ð17Þ

PPV ¼ NPV � I � V � g ð18Þ
The above modeling and corresponding equations for solar-

based DG units can be found in Fig. 2(b). As shown in this flow-
chart, the random number generation is necessary to determine
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the solar clearness index. Then, the output power is calculated
based on the above equations when the sun shines and the solar
irradiance is considerable.

2.5. PHEV modeling and calculation of the uncertain loading of PHEVs
charging

The PHEVs owners’ behaviors such as the departure time, arri-
val time, and the traveling distance have uncertain nature [40–
42]. It is important to determine the appropriate probability distri-
bution of arrival time, departure time, and the traveling distance of
electrical vehicles. Also, the charging schedule is another impor-
tant characteristic of PHEVs. The state of charge (SOC) for PHEVs
in any time segment of MCS is investigated to evaluate its charging
demand load as (19). Thus, the load data is upgraded similar to
flowchart shown [40]. In Fig. 3(a), the flowchart for modeling the
PHEVs is shown. As shown in this figure, firstly it is determined
that the simulated day is weekend or working day. The determina-
tion of working days and non-working days is necessary because
the drivers’ behaviors are different in working days and weekends.
According to this classification, the values of probability distribu-
tion models for departure time, arrival time, and traveling distance
are assigned to the understudy PHEVs.

To model the arrival time, departure time, and the driving dis-
tance of PHEVs, the simulated variables based on the inverse of
appropriate CDFs must be generated. The normal distribution can
be used for statistic modeling of arrival time and the driving dis-
tance of PHEVs. The probability function of departure time of
PHEVs in workdays is usually different from arrival time because
the most vehicle owners leave the home about a certain time like
7:00 AM. Therefore, the simulated variable corresponding to the
departure time of PHEV is generated according to Weibull distribu-
tion [40].

SOCðt þ 1;nÞ ¼
SOCðt;nÞ � Rn

consDxðt; nÞ Driv ing
SOCðt;nÞ þ Rn

chgDtðt; nÞ Charging
SOCðt;nÞ else:

8><
>: ð19Þ

As it can be seen in Fig. 3 and above explanations, determining
the PHEV owners’ behaviors is a function of workdays and week-
ends. Next according to be in workday or weekend, by using a ran-
dom number generation and inverse of appropriate CDFs, the
simulated variables are provided.

As it shown in Fig. 3(a), the demand load update is performed if
the simulated time is in range of arrival time and departure time.
In fact, when the PHEV is not connected to grid, no load update
due to PHEV charging is needed. The PHEV can be charged through
the grid since arrival time up to departure time. In this time, it is
necessary to calculate the upgraded demand load which considers
the PHEV charging load. Further, in order to reduce the calculations
and computing time, the load updating process can be stopped
when the PHEV has been fully charged. This process is done for
all PHEVs. Afterwards, the charging demand load is investigated
At Risk

Marginal

Healthy

(a) basic

Normal

AlertRestorative

EmergencyExtreme 
Emergency

(b) advanced

Fig. 5. System well-being model.
and accordingly the aggregated load consists of conventional loads
and PHEVs’ charging demand load is calculated.

The authors proposed a precise method for modeling the PHEVs
charging in different charging schedules in [42]. In [42], the
unmanaged charging, managed charging, and vehicle to grid
(V2G) have been studied. In this paper, the authors tried to com-
bine the PHEV modeling to DCPI-based reliability evaluation
method. The modeling of PHEVs is added in order to simulate the
uncertainty of demand side through system reliability evaluation
beside the DCPIs. Until now, there is no study which integrated
the study of DCPIs and PHEVs. This paper tries to response this
matter.

2.6. Modeling of load and diesel generators

The diesel generators are assumed to be dispatchable DG units
[43]. Also, the load profile of conventional customers without
charging demand load of PHEVs is assumed that following the
IEEE-RTS system [44]. Since the variations of conventional loads
is less than the other probabilistic parameters such as solar irradi-
ance and wind speed, it is possible to assume that the load is
invariant during the simulation time segment. However, through
updating the load value by adding the PHEV charging demand load
as an uncertain load, the appropriate modeling of the demand side
was carried out.

2.7. Well-Being assessment

In well-being assessment, there are three states based on the
power balance condition [13,42,45]: healthy, marginal, and at-
risk states. Fig. 5 shows the well-being model. Also as shown, the
at-risk state can be categorized into emergency and extreme emer-
gency states [45].

PG;DGsðtÞ þ PMainSub:ðtÞ P PLoadsðtÞ þ PPHEVChgðtÞ þ PLossðtÞ ð20Þ
CRðtÞ P CLUðtÞ ð21Þ
In addition to meet the (20) and (21), the power flow equations,

voltage limits, and transmission limits as the major constraints
should be satisfied [46,47]. These conditions and constraints are
shown as presented in (22)–(24)

PMainSub: þ
X

PDGs �
X

PLoad ¼
Xnbus
i¼1

Vt;i � Vt;j � Yi;j � cos

ðhij þ dt;j � dt;iÞ 8i; t ð22Þ
Vmin 6 Vt;i 6 Vmax 8i–1
Vt;i ¼ 1:05

ð23Þ
Pl 6 Pmax;l 8l: ð24Þ
Furthermore, the necessary condition for successful operation

of grid in islanding mode is as (25) [48]. As it can be seen, the pen-
etration level of dispatchable DG units should meet the islanding
success index. It means that at least a certain percentage (for
instance 60% [48]) of the total DG generation in the island should
be dispatchable.

PDDG P KD2T � PG;DGs ð25Þ
In Fig. 3(b), the well-being assessment is shown. In any MCS

time segment, the difference between power generation and losses
and loads is calculated. According to this difference, it is possible to
determine the available reserve or power shortage. Then, the sys-
tem state (healthy, marginal or at-risk state) is evaluated.
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Fig. 6. The first case study similar to that presented in [11,23].

Table 1
Direct element-element CP-links between control and power elements for the first
case study.

Control element Power element

EMU_1 Substation
EMU_2 Substation
EMU_3 DG_1 (bus 28), Segment 1
EMU_4 DG_2 (bus 39), Segment 2
EMU_5 DG_3 (bus 39), Segment 2
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2.8. Reliability and adequacy evaluation

As presented in Fig. 3, firstly the supply- and demand-side
parameters are investigated, and then the adequacy evaluation is
performed based on eventual power shortage [49]. By using the
MCS, the stochastic-based simulation is done, and the discussed
process continues in order to obtain the desired accuracy.
3. Case studies

The proposed method is applied to two practical distribution
systems; the first one is the practical rural distribution system
introduced in [11,23], and the second one is an actual 20 kV distri-
bution system of Hormozgan regional electric company (HREC) in
Iran which has been considered as a pilot system for upgrading
to smart distribution grid [13,14,42].

3.1. First case study

The single line diagram of the first case study is shown in Fig. 6.
The test system information is given in [11]. This test system con-
sists of three types of DG units (diesel, wind-based, and PV-based
DG units). The DG units are connected to buses 28 and 39. The
assumed cyber network of this test system has been shown in
Fig. 6(b). In addition, the CPIs have been listed in Table 1. This test
system is chosen in order to simplify the justification about the



EMU_1 EMU_2 EM

SSW_5SW_6

SR_1 SR_2

EMU_7_

SW_7

(b) Appropriat
EMU_1 EMU_2 EMU_3

SW_4SW_5

SW
_6

SR_1 SR_2
(c) Inappropria

Fig. 7 (cont

Main Sub.Load CBRecloserEMU

SwitchPV DG 
unit

Diesel DG 
unit

Wind-
based DG Server

LP1

LP2 LP3LP4

LP5 LP6

LP7

LP8

LP9 LP 10LP 11

LP 12

LP 13
LP 14

LP 15 LP 16

LP 17

LP 18 LP 19

LP 20

LP 21LP 22LP 23LP 24

LP 25LP 26LP 27LP 28

LP 29LP 30LP 31LP 32LP 33

LP 34
LP 35

LP 36
LP 37

DG _ D 1

DG _ D 2

DG_D3

DG _ W

DG _ PV

Main Sub .

(a) Single line diagram of the power network

Fig. 7. Second test system [13].

10 H. Hashemi-Dezaki et al. / Electrical Power and Energy Systems 93 (2017) 1–14
contributions of the proposed methodology. Further, the compar-
ison results between the results highlight the advantages of this
article. The comparison results (ones based on [11,23] and ones
based on the proposed method) emphasize the importance of using
the proposed method because the inaccuracy in reliability results
due to neglecting the DCPIs is inevitable.
3.2. Second case study

The power network of the second case study is shown in Fig. 7.
In this figure, the appropriate and inappropriate cyber networks
are shown. The main substation supplies the system from the bulk
power system has been equipped with four 1.5 MW transformers.
As shown, three protective devices are located in the sending bus
of sections 1, 17 and 27, respectively. Therefore, the system is
divided into three segments with aggregated peak loads of 1.847,
1.300, and 2.940 MW without PHEV charging load demands,
respectively.

Five DGs have been connected to the grid. The first type of DG
units is diesel DG consists of one and two diesel generators each
of 900 kW connected to load points 16 in the second segment
and load points 28 and 37 of the third segment. The second type
of DGs is solar-based DG unit of 375 kW connected to load point
24 in the second segment, and the third one is wind-based DG unit
of 375 kW connected to load pint 33 in the third segment.

As shown in Fig. 7, the cyber system (which consists of 7 EMUs)
controls the output power of DG units and the main substation.
The main substation condition is more concerned, therefore the
cyber network configuration supports it using two EMUs con-
nected to different switches. The main substation is just influenced
by cyber failures, if a double contingency simultaneously occurs in
the EMUs 1 and 7 or in switches 6 and 7. The direct element-
element CP-links between control and power elements for the sec-
ond case study are listed in Table 2. The cut-in, rated, and cut-off
values of the wind-based DG unit are 4, 14, and 25 m/s. Moreover,
the characteristics of PV modules can be found in [50].

The MTTF and MTTR of power elements (e.g. wind-based DG
units, PV modules, diesel DG units, and transformers) and cyber
ones (e.g. switches, EMUs, and servers) are driven from data of
U_3 EMU_4 EMU_5 EMU_6

SW_1SW_2SW_3W_4

e cyber network
EMU_4 EMU_5 EMU_6

SW_1SW_2SW_3

te cyber network
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[1,51]. The failure rates of segments have been considered to be
0.2057%, 0.5870%, and 0.13883% failure/year according to historical
data.

The system operates in connected mode if at least one trans-
former of the main substation is in-service and the circuit breaker
connecting the bulk power system to the distribution system is
closed. If two discussed conditions were not satisfied, the smart
grid works in islanding mode. In addition to fully connected or
islanding modes, it is possible that the segment 1 operates in con-
nected mode while a failure in segment 2 leads to disconnect the
other segments from the bulk power system. In this condition,
the loads of segment 3 can be supplied in islanding mode.

The peak load of PHEV charging is approximated to be 370, 260,
and 588 kW in the segment 1, 2, and 3, respectively. When the 124,
87, and 196 PHEVs are charged through the 20/0.4 kV transform-
ers, the load growth will be about 20%. The home-charging is just
feasible and the charging level is assumed to be about 3 kW. The
mean value of PHEVs electric energy consumption and energy stor-
age system capacity are considered 0.4 kWh/km and 25 kWh,
respectively [52].
4. Test results

4.1. Results of first case study

The adequacy and well-being results of the first case study
based on ideal cyber systems and actual ones are presented in
Table 3. In addition, the results based on the proposed method
and those obtained by [11] have been compared together. The
obtained results for ideal cyber networks according to the pro-
posed method are compared to the analytical- and MCS-based
results of [11]. This comparison analyses confirm the validation
of the proposed method. The comparison results between ideal
cyber network (similar to what introduced in [11]) and those of
actual cyber and power networks imply that the system reliability
is significantly affected due to direct CPIs. The loss of load expected
(LOLE) and LOEE have been increased by more than 20% due to
direct CPIs, and the healthy period has been reduced. It infers that
the reliability evaluation of smart grid without consideration of
CPIs cannot be adequately accurate. Accordingly, the importance
of considering of the CPIs is emphasized. Therefore, the proposed
method will be interesting in order to reliability evaluation of
smart grids.
Table 2
Direct element-element CP-links between control and power elements for the second
case study.

Control element Power element

EMU_1 Main Sub.
EMU_7 Main Sub.
EMU_2 DG_D1 (LP16), Segment 2
EMU_3 DG_PV (LP24), Segment 3
EMU_4 DG_D2 (LP28), Segment 3
EMU_5 DG_W (LP33), Segment 3
EMU_6 DG_D3 (LP37), Segment 3

Table 3
Adequacy and well-being results of the first case study under various scenarios.

Adequacy indices and well-being criteria Scenario 2: Cyber network is id

Results presented in [11]

Analytical MCS

LOLE (h/year) 10.4281 9.4546
LOEE (MWh/year) 25.5544 24.4351
Healthy period (hr/year) 8537.3814 8530.87
Marginal period (hr/year) 229.772 223.462
4.2. Results of second case study

The results such as LOLP, EENS, and well-being criteria of sec-
ond case study under various scenarios are discussed. The test
results illustrate how the CPIs can adversely affect the system ade-
quacy. Also to clarify the importance of cyber network configura-
tion, the test system using an infirm cyber network configuration
shown in Fig. 7 is also studied.

The at-risk period due to the CPIs is increased by about 27%
(from 8.69 h without CPIs to 11.052 h by considering the CPIs).
The cyber network failures lead to 28.72 h reduction of healthy
period. It is obvious that the inappropriate cyber network configu-
ration highlights the impacts of CPIs. Through using an inappropri-
ate cyber network configuration, the period of at-risk state has
been significantly increased. The 50.96 h of at-risk period is very
greater than 11.052 h of those corresponding to the system uses
an appropriate cyber network configuration.

In Fig. 8, the second case study is simulated under following
scenarios:

– Scenario 1: Power and cyber networks are ideal.
– Scenario 2: Cyber network is ideal (failure free).
– Scenario 3: Power network is ideal (failure free).
– Scenario 4: Both cyber and power networks are not failure free.

The discussed scenarios are examined for appropriate and inap-
propriate cyber networks as shown in Fig. 7.

Scenario 1 is concerned for highlighting the adequacy evalua-
tions and checking the power balance condition during any even-
tual power shortage. But, Scenario 2 is used for simulating the
smart grid based on the available approaches. In this scenario, sim-
ilar to conventional methodologies, the DCPIs are neglected. The
results (comparison between results for scenario 1 and scenario
2) inferred that the power failures in normal conditions based on
the power system topology, system aging failures, etc. does signif-
icantly increase the EENS and LOEE (loss of expected energy). It
should be noted that this conclusion is not general for any system.
In fact, if the system topology is not satisfied or the failures in
power elements due to aging have been increased, the increase
in EENS and LOEE can be considerable. As expected, in scenarios
1 and 2, the results of the appropriate and inappropriate cyber net-
work topology are similar together.

By comparing the results under scenarios 2 and 4, it is possible
to judge how the DCPIs affect the system reliability. In scenario 2,
the system reliability is evaluated based on the available
approaches. In the other words, the difference between EENS or
LOEE in scenario 4 and scenario 2 has been occurred due to
neglecting the DCPIs.

In Fig. 8, the LOEE is concerned for states where the capacity of
power supply is insufficient. In addition, the EENS is considered for
studying all the at-risk states caused by both insufficient power
supply capacity and disconnecting the faulty area.

According to the test results shown in Fig. 8, the inaccuracy in
LOEE due to CPIs is more considerable than EENS. Therefore, the
eal (failure free) Scenario 4: Cyber network is not ideal

Proposed method

10.3636 12.4839
25.3612 33.5426
8532.2417 8414.7082
217.3947 332.8079
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Table 4
Well-being criteria results.

Well-being states Ideal cyber
net

Appropriate
cyber net

Inappropriate
cyber net

Healthy period
(h/year)

8725.42 8696.7 8668.28

Marginal period
(h/year)

25.89 52.25 40.76

At risk period
(h/year)

8.69 11.05 50.96
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more detailed discussion about LOEE in different scenarios can be
more useful.

The comparison results between scenario 2 and 4 for appropri-
ate cyber network topology show that inaccuracy in LOEE or EENS
due to neglecting the DCPIs is about 20%. But, the similar compar-
ison analyses for inappropriate cyber network topology depict that
the LOEE of scenario 4 is more than 3 times of those corresponding
to the scenario 2. Accordingly, it is concluded that the DCPI impacts
is extremely highlighted if the cyber system topology is inappro-
priate. This fact emphasizes the importance of using the proposed
method in order to accurate reliability evaluation of smart grids.

The difference among EENS of appropriate cyber network and
that of inappropriate cyber network in scenario 4 illustrates that
the optimization of cyber network topology and determining a
good solution is essential subject.
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Briefly, the values of reliability indices not considering the CPIs
may not be accurate, and according to the satisfactory of cyber net-
work configuration, the tolerances can be seriously increased.

For highlighting the importance of cyber and power failures, it
is necessary to simultaneously study of scenarios 2, 3, and 4. It is
concluded that the power failures are more important than cyber
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Table 5
LOEE of different scenarios of EMUs and switches adjusting coefficients.

Scenario Switch failure ratio EMU failure ratio LOEE (MWh/year)

A 0 0 24.31
B 0 1 25.03
C 1 0 31.76
D 1 1 34.20
E 0 10 34.63
F 10 0 133.54
G 10 10 178.42
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cyber failures should be more concerned than power failures in
reliability evaluation if the cyber network is not reliable. This con-
clusion is examined again by sensitivity analyses in the following
(see Table 4).

Further, to highlight the effects of the probability distribution
used for modeling the TTR and TTF (up- and down-state), the Wei-
bull and Log-normal distributions are examined. The EENS under
scenario 2 implies that about 1.36% increasing has appeared from
25.641 MWh/year (for Exponential probability distribution func-
tion) to 25.989 MWh/year (for Log-normal distribution function).
It can be concluded that the inaccuracy in results due to use of
Exponential distribution model and its simplifications is reason-
able and negligible. However, this conclusion is not generic and
cannot be applied to any distribution system, particularly for aged
distribution systems.

To evaluate the reliability indices due to change of power and
cyber failures, the sensitivity analysis on LOEE has been performed
as shown in Fig. 9. In these figures, the LOEE value under various
power and cyber failures is calculated. It seems that the LOEE is
more affected due to CPIs in compare to power failures. Based on
that, it seems that the CPIs will be more important if the cyber net-
work configuration is not robust against the failure of any cyber
element.

It is useful to evaluate the priority of cyber elements based on
their effects on the system adequacy. Hence, the sensitivity analy-
sis according to adjusting coefficients regarding the switches and
EMUs has been done. The EMUs and switches are important ele-
ments of cyber networks, but based on their tasks and duties, their
effects on CPIs can be different. The sensitivity analysis results of
EMUs and switches failure adjusting coefficient between [010]
are shown as Fig. 10. As it can be seen, the increase in LOEE and
other adequacy indices due to adjusting coefficients of switches
is more considerable than of EMUs.

The results of Table 5 imply that the adequacy evaluation with-
out considering the switch failures is less accurate than the sce-
nario which assumes EMUs are failure free. The LOEE increasing
due to increasing of switches and EMUs’ failures with adjusting
coefficient from 0 (scenario A) to 10 (scenario E and F) are about
450% and 42%, respectively. This is mainly because any EMU failure
leads to forced outage of one power generation source. But during
any switch failure, the desired performance of more than one
power element is interrupted. If the switch is located in near of
the servers and there are some cyber elements in its downstream,
the discussed switch is a critical point and consequently the corre-
sponding CPIs will be more emphasized.
5. Conclusion

In this paper, a new reliability evaluation method simultane-
ously considering the DCPIs, DGs, and PHEVs in smart grid has
been proposed. The proposed method comprehensively studies
either the uncertainties of power systems (supply side and demand
side). The stochastic output generation of renewable resources, the
behaviors of PHEV owners, availability of physical elements, etc. or
cyber elements (like failures in EMUs, switches, and servers) are
concerned as power and cyber uncertainties. Another advantage
of the proposed method is ability to examine the well-being crite-
ria such as healthy, marginal, and at-risk probabilities in addition
to conventional adequacy indices like LOEE, EENS, and LOLP.

The various sensitivity analyses have been performed to take
into account the impacts of cyber and power failure variations
for appropriate and inappropriate cyber network configurations.
The sensitivity analyses show that the cyber network configuration
can increase the CPIs impacts. As revealed by the test results, using
the conventional reliability evaluation methods not considering
the cyber failures cannot be adequately accurate. This fact is high-
lighted in systems which utilize an inappropriate cyber network
configuration. Moreover, it is inferred that the system reliability
can be more affected due to communication failures in compare
to controlling elements causing DEEI like EMUs. In addition, the
comprehensively reliability evaluation based on DCPIs in wide-
spread presence of PHEVs is another contribution of this paper.
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