IEEE TRANSACTIONS ON SUSTAINABLE ENERGY, VOL. 2, NO. 1, JANUARY 2011

69

Optimal Energy Storage Sizing and Control for
Wind Power Applications

Ted K. A. Brekken, Member, IEEE, Alex Yokochi, Annette von Jouanne, Fellow, IEEE, Zuan Z. Yen,
Hannes Max Hapke, Member, IEEE, and Douglas A. Halamay, Student Member, IEEE

Abstract—The variable output of a large wind farm presents
many integration challenges, especially at high levels of penetra-
tion. The uncertainty in the output of a large wind plant can be cov-
ered by using fast-acting dispatchable sources, such as natural gas
turbines or hydro generators. However, using dispatchable sources
on short notice to smooth the variability of wind power can increase
the cost of large-scale wind power integration. To remedy this, the
inclusion of large-scale energy storage at the wind farm output can
be used to improve the predictability of wind power and reduce the
need for load following and regulation hydro or fossil-fuel reserve
generation. This paper presents sizing and control methodologies
for a zinc—bromine flow battery-based energy storage system. The
results show that the power flow control strategy does have a sig-
nificant impact on proper sizing of the rated power and energy of
the system. In particular, artificial neural network control strate-
gies resulted in significantly lower cost energy storage systems than
simplified controllers. The results show that through more effec-
tive control and coordination of energy storage systems, the pre-
dictability of wind plant outputs can be increased and the cost of
integration associated with reserve requirements can be decreased.

Index Terms—Control systems, energy storage, power genera-
tion dispatch, power system security, wind energy.

NOMENCLATURE

Parameters and Variables

Prated Energy storage system rated power in per unit.

Jrated Energy storage system rated energy capacity in
per unit power hours.

T Fraction of simulation samples in which the
error in forecasted output is within the allowed
band.

i Energy storage one-way efficiency.

Time Series Data

Pying Wind farm output power.
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Pyina,rc  Forecasted wind farm output power.

Prs.cma  Commanded energy storage power.

Prs Energy storage power.

Piotal Wind farm plus energy storage power output.

SOC Energy storage state of charge.

Pyind,err  Difference between forecasted output and wind
farm output.

Piotalerr  Difference between forecasted output and wind

farm plus energy storage output.

All power and energy are in per unit

1. INTRODUCTION

IND energy has experienced phenomenal growth in
W the last 20 years. Recently, the United States became
the world leader in installed wind power capacity. In the Pa-
cific Northwest, it is predicted that as much as an additional
5000 MW of wind power could come online within the next
five years [1]. The variable nature of a wind farm output
presents many challenges for grid operators. The uncertainty
in the output of a large wind plant can be covered by using
fast-acting dispatchable sources, such as natural gas turbines or
hydro generators. However, using dispatchable sources on short
notice to smooth the variability of wind power can increase the
cost of large-scale wind power integration through increased
reserve requirements. In addition, using hydro generators to
track demand, including covering for wind forecast imbalances,
can result in greater maintenance requirements. This research
is focused on an analysis of the feasibility of using large-scale
energy storage to improve the predictability of a wind farm
output. The goal of the energy storage system is to allow the
combined output of a large wind farm and an on-site energy
storage system to meet an hour-ahead predicted power output
within £4%, 90% of the time [2].

There are two main objectives of the research.

1) Determine the lowest-cost flow-battery-based energy
storage system for use in conjunction with a large wind
farm that allows the combined wind plant and energy
storage output to meet the forecasted wind farm output
within +4%, 90% of the time.

2) Determine the effect of the energy storage power flow con-
trol strategy on sizing and system requirements.

The main contribution of this research is a methodology for

sizing large-scale energy storage for wind farm applications,
while also quantifying the impact of control strategy on sizing.

1949-3029/$26.00 © 2010 IEEE
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II. BACKGROUND

The goal of using an energy storage system in conjunction
with a large wind farm is to allow the combined output to meet
an hour-ahead predicted output within 4%, 90% of the time.
This constraint is based on over or under production penalties
specified by the Bonneville Power Administration (BPA) [2].
Details on the imbalance penalties are given in the Appendix.

A. Literature Review

In the literature, there is work being done on sizing of energy
storage systems for use with combined stand-alone diesel and
wind systems [3]—[5]. There are also investigations on the use
of energy storage applied to a single wind turbine for buffering
the variability of the output [6]-[8]. At the wind farm scale,
research has been done on the effectiveness of battery energy
storage for improving the variability of wind farm output. Pub-
lications [9] and [10] demonstrate the modeling and operation of
energy storage for a 50- and 80-MW wind farm. Other research
demonstrates the possibility of using NaS batteries for providing
system stability in the case of large variations in wind farm
output, such as sudden loss of generation [11], [12]. Publications
[13] and [14] demonstrate optimal control for a generic battery
energy storage system for use with large wind farms. This work
is unique in focusing on control and sizing of zinc—bromine flow
batteries for a large wind farm.

B. Energy Storage

The cost models used in this research are based on a
zinc—bromine flow battery [15], [16]. This battery technology
is well suited for large-scale energy storage applications due
to high power and energy capability, scalability, fairly fast
response time, simple maintenance requirements, and high
cycle life [17]-[20].

Other forms of energy storage, such as supercapacitors
and flywheels for very fast power quality control, and
pumped-storage and compressed area for very long-term
storage, are not considered in this research, but are promising
areas for future investigation [8], [21], [22]. Hydrogen is an
often considered storage medium, but results so far suggest the
cost to be prohibitive due to the poor round-trip efficiency and
low energy density [23].

As is the case with all battery systems, the zinc—bromine
system suffers from system inefficiencies, with the main losses
in this system stemming from the electrochemical deviation
from the ideal battery cell potentials under current flow condi-
tions and internal resistive losses due to mass transfer effects
[24]. Since all of these losses are dependent on current density
within the battery, the most straightforward manner to address
these in a simple model is to assign a loss of 15% to the energy
flowing into the battery and 15% to the energy flowing out of
it for an average battery efficiency of 72.25% (0.85 x 0.85).
This simplifies future refinements of the model that include
current density dependent effects. A 15% energy loss is an
approximation of the real world losses incurred by an energy
storage device similar to a flow cell battery. Further characteri-
zation, including hardware testing, may yield a more complex
efficiency model for use in future simulations.
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C. Forecasting

The combined wind farm and energy storage output is fore-
casted using a one-hour ahead persistence model. A new fore-
cast for the next hour is determined every 20 minutes before the
top of the hour. This research uses actual wind farm data from a
large modern wind farm over 282 days. The power data ( Pyind)
sample time is 10 minutes, where each sample is a 10-minute
average of higher resolution data recorded on-site. The forecast
for the previous hour to the next hour linearly transitions from
10 minutes before the hour to 10 minutes after the hour. An ex-
ample is given below. At 1:40, 20 minutes before the top of the
hour, the forecast for the six sample points 2:00 through 2:50
(at 10-minute intervals) is made. The forecasted power at the
five sample points 2:10 through 2:50 is set as the actual mea-
sured power at 1:40, as shown in (1). The forecasted power for
2:00 is set as the midpoint between the forecasted power for
1:50 (which had been determined the previous hour at 12:40)
and the newly determined forecasted power at 2:10, as shown in
(2). This process is repeated every hour, 20 minutes before the
top of the hour

Pyinarc(2:10,2:20,2: 30,2 : 40,2 : 50)
= wind(1 : 40) (l)
Pwind,FC(2 : 00) = mean (Pwind,FC(l : 50, 2 10)) . (2)

D. Simulation

All simulations and analysis are conducted using MATLAB.
A block diagram of the simulation flow is shown in Fig. 1. The
energy controller determines the desired energy storage power
output at the current simulation instant, Pgs <md, based on the
energy storage state of charge, SOC, the forecasted output,
Pying,rc (i.e., the power the utility operator is expecting from
the wind farm), and the actual wind farm output Pyinq.

The energy storage system is made up of two main compo-
nents: the power converter and the battery. The energy storage
converter produces the commanded output power Pgs cmd, if
the SOC is not at a limit, and the commanded power does not
exceed the energy storage system rating Piated. Prated 18 to be
optimized

0, SOC=0 & PES,cmd >0
0, SOC=1 & PES,cmd <0
PES = Prated7 PES,cmd > Prated & SOC # 0
_Prated> PES,(‘,md < _Prated & S0C 7é 1
PES,crﬂd7 else.
3)

Positive Prg is defined as power sourced by the energy storage
(discharging), and negative Pgg is power into the energy storage
(charging). The energy storage battery block then updates the
SOC as a function of the power into or out of the battery. The
rated energy capacity Jyateq 1S to be optimized

n-Pes—1

SOC =5S0C_; — 4
! 6- Jrated ( )

Tlout PES _1>0
- : 5
! {ﬁim Pps,—1 <0 )
0<SOC< 1. (6)
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Fig. 1. Simulation block diagram.

The —1 subscript refers to the value at the previous sample.
The 1/6 factor in (4) is due to the 10-minute sample time of the
time series data and .J;ateq in units of per unit power hours. As
described in Section II-B, 7oy is 1.15 and 7y, is 0.85. This will
cause a 15% energy loss every time power is moved in or out of
the energy storage battery.

The combined wind farm and energy storage output is
Pyina + Pes = Piotal, and the difference between the fore-
casted wind farm output and the actual combined output
Pyind,rc — Protal = Piotal,err 1S then the power that the utility
must cover on short notice.

E. Cost Function

Following an extensive literature and equipment manufac-
turer cost search, a reasonable cost model for flow cell battery
energy storage devices is defined as

Cost = f(T) . (CP . Prated + C.] . Jrated) (7)
Cp =020 [$/W] ®)
Cy =048 [$/Wh] ©)

where P ateq i the rated power capability of the energy storage
system and J4teq 1S the rated energy capacity of the system [2],
[19], [20]. T is the fraction of samples in the simulation duration
in which Pi¢a1 err 18 Within of the desired £0.04 band. The term
f(T) is added to penalize energy storage systems in the solution
space that do not meet the | Piotar,err| < 0.04 constraint

HT) {1, T>09

oo, T'<0.9. (10)
III. CONTROL OVERVIEW

Four energy storage control types are evaluated: simple,

fuzzy, simple artificial neural network (ANN), and advanced

ANN.

A. Simple

For the simple controller, the energy storage system is com-
manded to source or sink power equal to the error between the
forecasted output of the wind farm and the actual power when
the absolute error exceeds 0.04 per unit. The energy storage

unit will not source power if the SOC is equal to 0, or sink
power if the SOC is equal to 1. For the energy storage, posi-
tive power is defined as sourced power (i.e., power out). If the
commanded power Pgg cmq €xceeds the rated power Prated, the
output power Pgg is saturated at the rated power.

° Inpln: Pwind,orr~

. Output: PES,r,md

{ Pwind.erm |Pwind,err| > 0.04
Pes.cmd = 0

’ |Pwind,err| S 0.04. (11)

B. Fuzzy

Rather than explicitly covering the error in forecasted output
as with the simple controller, the fuzzy controller commands the
energy storage output with consideration of the magnitude of the
error and the value of the SOC. The rules are given in Table I. For
the error between forecasted wind farm output and actual output
Pyind,err, @ “surplus” denotes there is more wind power than
forecasted and Pyind,err < 0. If the SOC is in the state of “dis-
charged,” it is an ideal situation for the energy storage system to
accept energy and the commanded energy storage system power
is equal to the power necessary to cover the error in forecasted
power.

 Inputs: SOC, Pyind,err-

e Output: PES,(‘,md~

The memberships are triangular functions with the vertices
given in Table II.

Note that even though some of the membership functions for
SOC are specified out to infinity, the SOC is limited to 0 <
SOC < 1.

C. Simple ANN

The third control method tested is a simple ANN. It is similar
to the simple controller in that it does not consider the current
SOC. ANNs may be advantageous in this application as they
may be able to be trained to maximize the use of the energy
storage system. There are examples of ANNs being used in other
energy storage applications including microgrids and electric
vehicles [25]-[28].

* Inputs: Pyind,Fc, Pind.
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TABLE I
Fuzzy RULES
SoC Pwind,err PES,cmd
discharged surplus Pyind,err
discharged accurate 0
discharged deficit 0
medium charge surplus Pyind,err
medium charge accurate 0
medium charge deficit Pyind,err
charged surplus 0
charged accurate 0
charged deficit Pyind,err
TABLE II

Fuzzy MEMBERSHIPS

Variable Set Tri. Membership Vertices
SOC discharged (-00, 0, 0.2)
SOC medium charge 0.2, 0.5, 0.8)
SOC charged 0.8, 1, 00)

Pyind,err deficit (0, 0.04, o0)
Pyind,err accurate (-0.04, 0, 0.04)
Pyind,err surplus (-00, -0.04, 0)

* Output: Pgs cmd-
» Three layers: 2 input neurons, 2 hidden neurons, 1 output
neuron.
» Bipolar sigmoid hidden layer activation function and linear
output layer activation function.
The ANN is trained using a genetic algorithm. The cost function
(i.e., fitness function) for evaluation and training is (7). Details
of the training are given in Section IV-C.

D. Advanced ANN

The advanced version of the neural network has an additional
input and more hidden neurons.
e Inputs: PWind,FC’ Pying, SOC.
e Output: Pgs cmd-
e Three layers: 3 input neurons, 3 hidden neurons, 1 output
neuron.
* Bipolar sigmoid hidden layer activation function and linear
output layer activation function.
As with the simple case, the advanced ANN is trained with a
genetic algorithm. The cost function (i.e., fitness function) for
evaluation and training is (7).

IV. OPTIMIZATION METHODOLOGY

A. Performance Evaluation by Simulation

The performance of a given control method, energy storage
power rating ( P,ated ), and energy storage energy capacity rating
(Jrated) is evaluated by running a full simulation of the com-
bined system shown in Fig. 1 over a full 282 days of wind power
data.

Figs. 2 and 3 show time domain results of a single simu-
lation result with Pateq = 0.340, Jratea = 0.400, and the
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simple energy storage power control scheme. After the simu-
lation is complete, the time series data is analyzed to deter-
mine 7', the fraction of samples in which |Piotalerr| < 0.04.
The rated power, rated energy, and 7" are then used to calculate
the cost function, as shown in (7). Other statistics on Piotal err
are also calculated, including mean absolute error (MAE), RMS
error (RMSE), maximum error, minimum error, and standard
deviation.

Actual energy price data at a nearby trading hub has also
been obtained over the 282 day period of real wind power data.
The price data is used to calculate the total revenue, as well as
penalty costs incurred from failing to meet the forecasted power.
Note that this penalty cost and revenue is not used in the cost
function for optimization. It is presented in the results as a point
of interest, and could be used in future optimizations. Details on
the calculation of the penalty cost due to imbalance are given in
the Appendix.

Fig. 4 shows the histogram of the error between the forecasted
wind farm power and the actual wind farm power Pyind errs
and the error between the forecasted wind farm power and the
combined farm and energy storage power Pigtalerr- It can be
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Fig. 4. Histogram of Pyind err and Piotal,err-

seen that there are many more occurrences of 0 for Piotalerrs
and that errors toward the wings of the distribution for Pyind,err
have been moved to 0 for Piotal,err- This clearly shows the ef-
fect of the energy storage system as outlier errors beyond the
£0.04 band are moved to O error, thus demonstrating that the
energy storage system allows the combined wind farm and en-
ergy storage output to match the forecasted output with much
greater reliability.

B. Simple and Fuzzy Controllers

For the simple controller and fuzzy controller, determination
of the optimal P,ated and Jrated Was done by a simple linear
search. The procedure is given below:

1) Choose controller type (e.g., simple or fuzzy).

2) Initialize Piateq and Jyateq With starting values.

3) Run one simulation on entire wind farm power data set
(282 days).

4) Calculate T, the fraction of sample points in which
|Pt0tal,err| S 0.04.

5) Calculate cost Cost(7T', Prated, Jrated)-

6) Calculate other metrics, including Piotal,err Statistics and
revenue and imbalance penalties.

7) Increment P;,i0q and return to 3) until final P,,teq value
reached.

8) Increment J;,teq and return to 3) until final J;,teq value
reached.

This procedure then yields the lowest cost system that meets
the desired constraints. Fig. 5 shows T, the fraction of sample
points for which |Piotar,ers] < 0.04, for each combination of
Prateqa and Jpateq using the simple controller. Fig. 6 shows the
corresponding costs for each system after the cost surface has
been masked by all systems for which 7" > 0.9. For illustration,
the lowest cost system has been annotated on the figures.

The same methodology is applied to the fuzzy controller. The
corresponding results are shown in Figs. 7 and 8.

Note that for the examples shown, the resolution in the search
is relatively low: 0.1 steps in Piateq and Jyateq- After the low

Jrated 0.2

0 o0 Prated

Fig. 5. T surface for simple controller.

Cost

Prated

0 o

Fig. 6. Cost surface for simple controller.

0.4

0.2

0 o0 Prated

Fig. 7. T surface for fuzzy controller.

resolution search, the search is repeated at a resolution of 0.01
around the low resolution solution. The results of the high res-
olution search are given in Section V.
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Cost

Prated

0 o

Fig. 8. Cost surface for fuzzy controller.

C. ANN Controllers

For the simple and advanced variations of the ANN con-
trollers, a genetic algorithm based unsupervised training method
was used to optimize both the energy storage parameters (Pyated
and J;ateq) and the ANN weights together. The chromosome is
of the form

[Prated

where wi,ws,ws,... are the weights between the neuron
layers. The activation function bias is accounted for in the
weights as a weight between any neuron input and a constant
of value 1 [29], [30]. The difference between the simple and
advanced variation is in the number of inputs and the number
of hidden neurons, as explained in Section III. The genetic
algorithm optimization procedure is as follows:

Jrated w1 w2 W3 .. ] (12)

1) Choose controller type (e.g., simple or advanced).

2) Initialize random population of 20 members, each with a
chromosome as given in (12).

3) For each member of the population:

a) Run one simulation on one month of Piinq.

b) Calculate T, the fraction of sample points in which
|Ptotal,err| < 0.04.

¢) Calculate the cost (i.e., fitness) function Cost [see
(D]

4) Cull the 10 members of the population with the highest
Cost.

5) Randomize the order of the remaining 10 and split into
two parent groups.

6) Clone each parent group to produce two child groups.

7) Randomly cross (i.e., swap) genes between corresponding
gene positions between the two child groups.

8) Combine the two child groups into one child group.

9) Randomly mutate the genes in the child group by adding
a random offset to genes and multiplying by a random
factor.

10) Append the child group to the parent group and return to
3) until 1000 generations has been reached.

11) Save ANN weights Pp,teq and Jyateq Of the highest
performing population member (i.e., lowest Cost).
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Fig. 9. Population cost history for training of simple and advanced ANNs.

The genetic algorithm is set up such that the cross (i.e., swap)
rate starts high for the first generations and decreases for each
generation iteration. The cross rate starts at 50% and decreases
to 10% by the final generation. Conversely, the mutation rate is
set low to start with and increases as the algorithm progresses. It
starts at 10% and increases to 50%. It was found that seeding the
initial randomized population with a P, ated and J;ated from the
earlier linear optimizations greatly decreased the convergence
time. Thus, the algorithm is biased toward gene crossing early
on to allow the seeded member to propagate its genes, and then
switching focus to mutation toward the end to make modifica-
tions to high performing members.

Fig. 9 shows the cost of the 10 members of both the simple
population and the advanced population versus generation. By
the 1000th generation, the populations were tightly grouped
with the most fit member of the simple population at a cost of
0.251, and the most fit member of the advanced population at
a cost of 0.218.

V. OPTIMIZATION RESULTS

A summary of the results is given in Table III and Fig. 10.
Table III shows the resulting optimized system for each
control strategy. Cost is given in $/W. For example, for a
100-MW wind farm using the simple control scheme for the
energy storage system, the minimum cost system is rated
for 34 MW and 40 MWh, and costs $26 million. MAE,
RMSE, max(E), and min(E) are the mean absolute error, root
mean squared error, maximum error, and minimum error of
Pyind,rc — Piotal = Piotal,err, respectively. As discussed in
Section IV-A, an additional set of cost and revenue metrics
were calculated. Ry, 1S the base revenue of the combined
wind farm and energy storage system in energy sales in $/W/yr,
before imbalanced penalties are applied. Cpey is the cost of
any occurrences of failing to meet the forecasted power (i.e.,
| Piotalers] > 0.04) and is subtracted from Rj,se to give the
total revenue Rioia1. Details on the calculation of revenue and
imbalance cost are given in the Appendix. The revenue and
costs were calculated over the simulation length, 282 days, and
scaled by 365/282 to be expressed per year.

Fig. 10 shows a histogram of the error in forecasted output
and combined wind farm and energy storage output (Ptotaherr)
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TABLE IIT
OPTIMIZED RESULTS

No ES Simple Fuzzy Simple ANN  Adv. ANN

Cost 0 0260 0356 0.251 0.218
Pratea | NA 0340 0390 0.344 0.296
Jratea | NA 0400  0.580 0.380 0.330
T 0.565  0.900  0.901 0.908 0.900
MAE | 0065 0021 0017 0.019 0.023
RMSE | 0.113 0058  0.048 0.056 0.062
max(E) | 0967 0962  0.960 0.962 0.962
min(E) | -0.957 -0.634  -0.567 0.634 -0.808
o 0.113 0058  0.047 0.056 0.062
Rpase | 0176 0.173  0.172 0.172 0.173
Cpen | 0028 0009  0.007 0.008 0.009
Riotal | 0148  0.164  0.165 0.165 0.164

over 282 days of simulation time for all four of the controllers
considered and their respective optimized P,ateq and Jyateq. The
case of no energy storage is also shown. (Note that Piotal err
for the no energy storage case is the same as Pyind,err fOr any
case.) It is shown that the fuzzy and simple control-based sys-
tems have much greater occurrences of O error than using no
energy storage. It is interesting to note that the ANN systems
also have a high number of occurrences within the £0.04 band,
but instead of being centered at 0, it is biased more toward 0.01.
Operating at a slightly positive error (but still within the allowed
band), results in a slight underproduction of power, which will
save energy for more severe imbalances. This will also decrease
the loss of energy in the system inefficiencies. This also gives
some insight into how the fuzzy system may be redesigned for
better performance.

VI. CONCLUSION

The variability of wind power limits its penetration and
increases integration costs through increased reserve require-
ments. This paper demonstrates that through more effective
control and coordination of energy storage systems, the wind

0 0.02 0.04

error

0.06 0.08 0.1

farm output can be buffered to ensure that it produces the
forecast amount of power within a tight tolerance (within 4%
PU of the forecast power, 90% of the time). This allows utilities
to decrease their spinning reserve requirements, as the energy
storage system allows the combined wind farm and energy
storage output to match the forecasted output with much greater
reliability, resulting in decreased wind integration costs in terms
of reserve requirements.

Four control strategies were considered. An optimization pro-
cedure was followed for each to determine the minimum cost en-
ergy storage system that could meet the target forecast with 4%,
90% of the time. For the simple and fuzzy controllers, a linear
search of the energy storage system rated power and energy was
conducted to find the lowest cost system. For the simple and ad-
vanced ANN controllers, a genetic algorithm was used to find a
lowest cost system.

The results show that, assuming a simple control system and a
100-MW wind farm, the required energy storage system would
cost approximately $26 million, and require 34 MW of power
capability and 40 MWh of storage capacity. As a percentage
of the wind farm capacity, this result is approximately consis-
tent with other research findings [10], [11], [14] and commercial
examples.!

The fuzzy controlled system required greater power and en-
ergy capacity, and resulted in a much higher cost system. The
ANN controlled systems performed well, with the simple ANN
performing comparably to the simple controller. The advanced
variation (which considers SOC, unlike the simple ANN) per-
formed significantly better than any other system, resulting in
the lowest cost of $21.8 million for a 100-MW wind farm. This
demonstrates that effective management of the system state of
charge is essential.

However, it should be noted that the fuzzy controller mem-
berships and rule set were not part of the optimization proce-
dure. With optimization, the fuzzy performance could improve.

IThe city of Presidio, TX, recently installed a 4-MW 32-MWh NasS battery
system to provide city-wide backup power at a cost of approximately $25 M.
This is comparable to our cost and sizing findings.
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However, one of the attractive features of fuzzy controlled sys-
tems is that the control can be set up with a relatively simple,
“common sense” based notion of reasonable operation of the
system. Using an optimization procedure fuzzy memberships
and rule sets risks losing the intuitive advantages of fuzzy con-
trollers, while perhaps not gaining any advantage over a neural
network.

It is also noted that although the advanced variation of the
ANN resulted in the lowest cost system, its error metrics are
less favorable than the other controllers although in many cases
the difference is negligible. Looking at max(E), it is interesting
to note that all systems experienced at some point an event
where the forecasted output power was nearly 1 and the actual
output was close to 0, and it did not vary much from system
to system. However, for min(E), which represents a large event
where the produced power greatly exceed the forecasted power,
the simple, fuzzy, and simple ANN systems all were able to
greatly reduce this imbalance, but less so with the advanced
ANN. This is likely due to the advanced ANN-based system
having the lowest J;.,¢eq4, Which would reduce its ability to sud-
denly absorb a large amount of energy.

The revenue and penalty calculations all show that the use of
an energy storage system does not significantly affect the base
revenue, but they do all greatly reduce the imbalance penalties,
resulting in greater total revenue [31].

Lastly, an extended economic analysis comparing the savings
in cost from reduced reserve requirements against the costs of
the energy storage system is a good topic for future research.
The methodology and results presented in this research can
serve as critical inputs for this analysis.

APPENDIX

A penalty cost is subtracted from the base revenue when large
imbalances in scheduled power production occur. The penalty
scheme is based on [2] and applies a penalty for under or over
production of power
07 |Ptota1,err| S 0.04

Ptotal,orr > 0.04

Cpen,ox’er; Ptotal,err < 0.04

((Pyinda,rc — 0.04) — Piotar)
X (11 : pricelmo,max)
C(pen,over = (Ptotal - (Pwind,FC + 004))

X (price — 0.9 - pricelmo_’min)

Cpen = (13)

C(pcn,undclrv

C'pen.,under =

(14)

(15)

where C, is the penalty cost applied, price is the current
value of energy, price;,,, max 1S the maximum price over the
last month, and pricey 4 13, 1S the minimum price over the last
month. Note that the penalty for under production is much more
severe than the penalty for over production. The penalty cost is
subtracted from the base revenue to get the total revenue for each
sample time

C’pon

Rbasc = Ptotal : price.

(16)
a7)

Rtotal = Rbaso -
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