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Abstract 

Several companies have recently emerged to provide online Direct-To-Consumer (DTC) DNA 

analysis and sequencing. Those activities will be, in the near future, the foundations of the 

emerging Internet of Living Things. The concept of Internet of Living Things has been 

introduced to characterize networks of biological sequencing sensors, which could rely on 

cloud-based analysis capabilities, to support the users in deeply studying DNA or other 

molecules. Sequencing sensors have many fields of application and much more will likely to 

come. In this context, DNA microarray images represent the core of modern genomic data 

analysis, since they allow the simultaneous monitoring of many thousands of genes and represent 
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a sort of “container”, not only for storing genomics data, but also for managing, sharing and 

exchanging such type of data. 

 In this scenario, the ability to protect genomics and medical big data is a growing 

challenge. In particular, for what concerns DNA microarray images, the techniques commonly 

employed for data protection are not effective, due for example to the unauthorized use or 

manipulation after decryption or the lost of metadata during image processing. 

 In this paper we address the problem of protecting such type of information, by means of 

watermarking techniques. In particular, we propose reversible watermarking techniques 

explicitly tailored for the characteristics of DNA microarray images, to ensure the protection of 

such images in terms of authenticity and integrity, besides enabling the binding of those imaging 

data with other information related to them. We assess the effectiveness and efficiency of our 

techniques by means of a working prototype. 

Keywords: Consumer genomic data, Internet of Living Things, Sequencing sensors, IoT, 

Cloud, Watermark, Protection, Security. 

1. Introduction 

 The Internet of Things (IoT) will connect not only computers and mobile devices, but, in 

the near future, it will connect also Smart Infrastructures. In the context of the IoT, it is important 

to point out that the “things” will encompass a wider set of devices, such as devices for DNA 

sequencing and analysis, which will carry out several monitoring activities [22]. In this way, the 

devices for DNA sequencing and analysis will build an Internet of Living Things (IoLT) [1]. The 

concept of Internet of Living Things has been introduced to characterize networks of biological 

sequencing sensors, which could rely on cloud-based analysis capabilities, to support the users in 

deeply studying DNA or other molecules [3, 4]. 

 Given the initial mapping and open publication of human genome, the next step in 

genomic-based research will be the sequencing sensors, which are tiny sequencing devices, built 

for real time applications, widely deployed and cheap. Sequencing sensors will be extremely tiny 

devices, which enable automatic sample preparation and real-time sequencing. Combining those 

tiny sensors in larger systems will include a DNA-awareness layer to several devices [22]. In 

addition, for what concerns genome sequencing applications, many researchers are developing 

streaming methods to make on-the-fly comparisons [12]. Indeed, the upload of sequence data, 

produced in real time by modern sequencing devices, requires a lower bitrate than streaming a 
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movie over the Internet [2]. 

Motivations. The Internet of Living Things technology has many fields of application, and 

much more will likely to follow [22]. One popular example is given by online personalized 

genomic testing [45, 35]. More precisely, since the completion of the Human Genome Project, 

many companies sell DNA testing directly to consumers. Such companies exploit recent 

advances in genome-wide scanning and sequencing technologies, to provide their customers with 

a series of personalized genetic profiles. Online consumer genomics companies propose and sell 

a lot of DNA-based tests; in all cases, what the user needs to do, is to fill a tube with his own 

saliva. Some companies provide genealogical information. Others, offer non health-related DNA 

information, concerning not only the ancestry and ethnicity, but also paternity, extended 

relationships and individual uniqueness. Another class of companies provides genetic tests for 

helping customers to improve their health in indirect ways, for example by means of nutrition 

and lifestyle. Again, a further class of companies provides disease risk testing and 

pharmacogenetic tests, whose aim is to support and complement regular medical care. There are 

also companies which sell complete personal genome sequencing, to provide users with both 

health-related and non-health-related information, however, such companies are still quite 

expensive [31]. Again, by exploiting the features offered by consumer genomics and Internet of 

Living Things, personalized healthcare will provide the ability to treat patients on a case by case 

basis, customized on their specific genomic blueprint [30]. These advances are particularly 

relevant for cancer genomics, which is the application of genetic therapy to cancer diagnoses and 

treatment that is customized to people’s individual circumstances. The effects of the above 

defined applications will be even more magnified by the introduction of the fifth-generation 

broadband technology (5G) [9], which will allow the gathering of genomic data and the storing 

of such data on a cloud. In this way, the physicians can easily customize their treatments, by 

accessing to detailed knowledge about genetic composition [49]. 

 The microarray technology represents one of the most important component in the field 

of genomic data analysis. In particular, DNA microarray images (Shown in Fig. 1) are a vital 

component of genomic data analysis, since they enable the simultaneous monitoring of many 

thousands of genes [26] and represent a sort of “container”, not only for the storing of genomics 

data, but also to manage, share and exchange such type of data. 

Security issues. The risks involved with the clinical genetic testing, concerning personal 

Page 3 of 28



privacy, familial dynamics and genetic discrimination, are exhaustively addressed in literature 

[31]. Again, as pointed out in [32], the ability to protect genomics data in the era of big data and 

IoT is an ever growing concern. In addition, clinical sequencing must address strict regulatory 

requirements, primarily due to the Health Insurance Portability and Accounting Act (HIPAA) of 

1996. Indeed, such type of data should meet the same security requirements defined for sensitive 

healthcare systems [42, 43, 25, 24, 28]. Thus, the adoption of cloud computing should be 

considered with care in such environments with appropriate measurements [44, 50, 6]. In fact, as 

stated in [32], several fundamental aspects of data security in clouds should be addressed, before 

the widespread adoption of cloud-based clinical sequencing can take place. Those challenges 

should be addressed to build a secure and resilient IoLT infrastructure, where Confidentiality, 

Integrity and Availability (CIA) must be assured [34]. 

 In general, to protect DNA microarray images, which have a characterizing “spotted” 

internal structure, some additional information could be included into the image header, but this 

approach is prone to attacks, such as tampering-based ones. Furthermore, information loss could 

occur due to file format conversions. Again, even if encryption could be used to protect data 

transmitted over insecure channels [38], decrypted content may be affected by misuse or 

manipulation at the receiver’s side. Therefore, to address the above defined issues, it makes 

sense to introduce specific security approaches which enable the protection of such images in a 

manner that is as independent as possible from the specific image format and, at the same time, 

ensure a protection level which is as close as possible to the imaging data. We emphasize that by 

using security mechanisms which operate at pixel level, besides protecting a given image, we 

also ensure that the protection is resistant to file format conversion. 

 Digital watermarking is a well-established approach to ensure authenticity and integrity 

of imaging data, introducing a protection level which is the nearest as possible to such data [8, 7, 

37, 19, 40, 39, 36]. However, digital watermarking schemes irreversibly distort the original 

image, and this could not be tolerated when the data is intended to be used for health-related (or 

more in general for sensitive) applications, as in the case of DNA microarray images. Therefore, 

since such images should be kept without any information loss, the watermark should not 

introduce any perceivable distortion in the image, as well as, it should not obstruct the qualitative 

perception of the image. 

Our Contribution. In this paper we propose an invisible fragile watermarking scheme [13, 
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27, 23] explicitly tailored for the protection of DNA microarray images. In the proposed scheme, 

the original image can be completely recovered, upon the extraction of the embedded 

information. 

 Moreover, we extend the proposed scheme to enable the watermark embedding in a 

user-defined area, i.e., a Region Of Interest (ROI) [46, 5]. We emphasize that in this way the 

end-user can define which area he intends to protect. Finally, in order to assess the performance 

and the effectiveness of our proposal, even in presence of extremely constrained hardware and 

software capabilities, we design and implement a working prototype of our scheme, by also 

testing it on a Raspberry Pi device. For this purpose, we rely on the Peak Signal-to-Noise Ratio 

(PSNR) and the Q-Index (QI) metrics, to assess the imperceptibility of the watermark embedded 

by the proposed scheme. The results obtained by such metrics validate the fact that the embedded 

watermark is not human-perceivable. Again, the testing activity performed, shows that our 

scheme is characterized by a low complexity and is quite efficient in terms of execution time, 

and the same holds for the ROI-based version. We emphasize that this confirm the applicability 

of our proposal directly in on-board miniaturized sensors. 

Organization. This paper is organized as follows. In Section 2 we describe the proposed 

invisible and reversible fragile watermarking scheme for the protection of consumer genomics 

data, by highlighting its main features, operation logic and advantages introduced with respect to 

the state of the art. Furthermore, in the same section, we present an extension of such scheme, 

enabling the end-user to select the ROI before the watermark embedding. In Section 3 we assess 

the features and performance of both the above schemes in hardware-constrained environments, 

by testing them on a publicly available dataset. Finally, in Section 4 we draw conclusions and 

future research perspectives. 

2. The proposed watermark schemes 

 In general, a digital watermark is a secret key-dependent signal inserted into digital data, 

which can be later detected/extracted to make an assertion about such data, e.g., integrity, 

identification, authentication, etc. [10]. More precisely, a digital watermark can be viewed as a 

sort of natural noise. In detail, the information to be embedded is encoded into the original 

unwatermarked data, by adding more natural noise and/or rearranging existing noise. The 

locations for embedding the watermark, as well as the value of the watermark itself, are usually 

determined by secret elements, e.g., keys. We remark that the distribution and management of 
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such secret information is a non-trivial problem and it should be addressed with extreme care, so 

that only authorized users are given access to some resources; this can be achieved by properly 

distributing the aforementioned secret information [15, 14, 17, 16]. 

2.1. Invisible Reversible Fragile Watermarking 

 The proposed scheme enables the embedding of a watermark string W into the image I, 

by affecting the least as possible the most significant parts of that image, such as the spots. We 

emphasize that through such scheme, the watermarked image might be still used to carry out 

some processing and analysis, which generally operate only on the meaningful parts of the image. 

However, as stated before, due to the reversibility of the scheme, it is always possible to restore 

the original unwatermarked image. The scheme belongs to the category of fragile watermarking 

schemes, hence, any change on the watermarked image, may cause the loss of the embedded 

watermark, so that, in order to verify whether the data integrity has been compromised, such a 

feature can be easily exploited. More precisely, by setting W as the digital signature of a digest 

computed on I, through some cryptographically secure hash functions (e.g., Keccak [11], 

SHA3-224, SHA3-384, etc.), the receiver end-point can verify both authenticity and integrity of 

the watermarked image. We emphasize that our scheme is specifically designed to be 

implemented on hardware-constrained devices and the watermark is embedded into the spatial 

domain. 

 In Fig. 2 we show the logical functioning of the protection scheme, and in particular the 

relative embedding phases. In detail, the embedding procedure takes the following parameters as 

its inputs: 

 • I: DNA microarray image; 

 • W: Watermark string; 

 • K: Key used for embedding and extraction; 

 • T: Threshold used for the segmentation phase. 

 In the first phase, the spots are separated from the not-significant information, i.e., the 

background, by using the threshold-based segmentation procedure we propose to detect the 

spots, outlined in Algorithm 1. 
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 In particular, as it can be observed from Fig. 3a, since the spots generally show a higher 

intensity, they can be separated by using an appropriate threshold. In detail, the Segmentation 

procedure returns a bitmap mask M, in which trueyxM =),(  if it holds that I(x, y) > T, where T 

is the threshold, and falseyxM =),( , otherwise. Notice that M characterizes the points in which 

W will be spread, i.e., in this case the not-significant regions. For what concerns such a 

procedure, since each sample of the input image I is processed through the two for loops of 

Algorithm 1, the asymptotic time complexity depends on the size of I and it is 

( . . )I width I height . Again, since such a procedure uses and returns a bitmap mask M of 

I.width × I.height entries, assuming that each bit of M is stored in a cell of memory, the 

asymptotic space complexity required by the Segmentation procedure is ( . . )I width I height . 

Fig. 3a and Fig. 3b show a portion of a DNA microarray image, together with the corresponding 

portion in the image M obtained through the Segmentation procedure by setting T = 1500. Again, 

in Fig. 3b, the black points represent the ones where M takes value false. 

 It is important to note that some pixels could be increased by 1, due to the modifications 

for the embedding of W. In some “borderline” cases, such modifications can affect the correct 

functioning of the Segmentation procedure. Such a procedure is required for the extraction of W, 

as well as for the recovering of I from the watermarked image, as shown in Fig. 4. In order to 

ensure the correct functioning of the scheme, the borderline cases are adequately managed, as 

described in the following. 

 For instance, consider a scenario in which we set T = a and select for the embedding a 

pixel I(x, y), having value equal to a. Suppose that the value of the pixel is changed to a + 1, then, 
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we obtain as output 1=),(  ayxI . In such a scenario, when the Segmentation procedure is 

carried out for the extraction on I′, this will lead to an incoherence, since ayxI >),( . Therefore, 

the pixel I′(x, y) is considered as not-significant by the extraction process. In order to avoid the 

above mentioned issue, all the not-significant pixels are modified, decreasing by 1 their values. 

 The PartialShifting procedure, outlined in Algorithm 2, is responsible to perform the 

pixel shifting, according to the mask M. Such a procedure needs to process the whole input 

image I, by means of the for loops of Algorithm 2. Therefore, the asymptotic time complexity of 

such a procedure is ( . . )I width I height . We remark that since the above mentioned procedure 

returns a properly modified copy of I, referred to as 
M

I
)( , and 

M
I

)(  has the same size as I, 

assuming that a sample is stored in a cell of memory, the asymptotic space complexity is 

( . . )I width I height . 

 

 The Embedding procedure is described by Algorithm 3 and is in charge of modifying the 

pixel values of 
M

I
)(  (the output of the previous phase), in order to embed W. In particular, the 

Embedding procedure implements an additive scheme, namely, W is added directly to the image 

signal, i.e., to its pixels, and it is based on the schemes introduced in [21] [18]. 

 In Fig. 5a we show the unwatermarked portion of a DNA microarray image, whereas, in 

Fig. 5b, we show the same portion of the watermarked image, which embeds a watermark string 

of 256 bits. 
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 In detail, each bit of W is embedded into a certain block of 
M

I
)( , constituted by a matrix 

of 2 × 2 pixels. More precisely, four coordinates ),(
)()( ll

yx  in the not-significant area of 
M

I
)(  

are selected, where 1 ≤ l ≤ 4 (lines 6-10). Subsequently, by using such coordinates, a 2 × 2 block, 

denoted as B, is obtained, through the obtainBlock procedure. Notice that B is referred to as 

candidate block. Candidate blocks should be further classified in two typologies: carrier blocks, 

where it is possible to embed a bit of W, and noncarrier blocks, in which the embedding is not 

possible. In particular, a bit of W can be embedded into a carrier block by adding or subtracting, 

according to the value of the bit, the watermark pattern signal W* (see Equation (1)), as shown 

by the embedSymbol procedure in Algorithm 4. 

1 1
* = .

1 1
W

 

 
 

 (1) 
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 In order to classify a candidate block B, the estimateBlock procedure outlined in 

Algorithm 4 performs an estimation of each block. 

 

 Let B
E
 denote such estimation, where each pixel is obtained through the linear 

combination of some pixels of B. In detail, by verifying the relation between B and B
E
, (i.e., the 

difference D, line 13), it can be distinguished (lines 14-21) if B is a carrier block (D < 1) or not. 

Again, we emphasize that also the extraction algorithm can detect, in two phases, the candidate 

blocks. Finally, given the reversibility of our scheme, it is possible to recover the original image 

block, B, from the watermarked one, B
W

. 

 The Embedding procedure invokes several sub-procedures, some of them are outlined in 

Algorithm 4. In detail, each of the aforementioned sub-procedures has asymptotic time 

complexity (1) , since the relative running time does not depend on the size of the input. More 

precisely, the embedSymbol and estimateBlock procedures perform some operations on the 
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fixed-size input block B, whereas, the aim of the obtainBlock procedure is to populate and return 

a block B, by retrieving the values of the samples from I, according to the input coordinates  

(x
(1)

, y
(1)

), ⋯ , (x
(4)

, y
(4)

). Furthermore, the embedSymbol, estimateBlock and obtainBlock 

procedures, have asymptotic space complexity (1) , due to the fact that they use fixed-sized 

structures, i.e., a fixed-size block which will be returned and has the same dimension as B. After 

evaluating its sub-procedures, we focus on the Embedding procedure. In detail, we focus on the 

repeat/until loop outlined in Algorithm 3. More precisely, the number of iterations performed by 

the above loop, is equal to the number of candidate blocks which have been considered. Let  

NBcandidate be the number of candidate blocks. Recall that a candidate block can be either a carrier 

or a noncarrier block. More formally, let NBcarrier and NBnoncarrier denote the number of carrier 

and noncarrier blocks, respectively, it holds that NBcandidate = NBcarrier + NBnoncarrier. Notice that 

the value of NBcarrier is equal to the length of the watermark string, W.length, since into each 

carrier block is embedded a bit of W. Without loss of generality, we can consider an upper bound 

on the number of noncarrier blocks, referred to as 
max

noncarrier
NB

, which will be considered by the 

algorithm. More precisely, if 
max

noncarriernoncarrier
NBNB 

, the algorithm successfully embeds W into I. 

Otherwise, the algorithm fails the embedding process. According to the aforementioned 

considerations, the number of iterations performed by the repeat/until loop is equal to 

max

noncarrier
NBlengthW .

, so the relative asymptotic time complexity is 
).(

max

noncarrier
NBlengthW 

, 

since each operation and sub-procedure within the loop has asymptotic time complexity (1) . 

In addition, since for each iteration of the loop the coordinates of candidate blocks are stored and 

not considered any further, the computational space complexity is 
).(

max

noncarrier
NBlengthW 

. 

The asymptotic computational time and space complexity of the Embedding procedure is 

).()..(
max

noncarrier
NBlengthWheightIwidthI  

, where )..( heightIwidthI   is given by the 

duplicate sub-procedure. We remark that if I is directly modified, without creating a local copy 

I
W

 through the duplicate sub-procedure, the asymptotic time and space complexity is 

).(
max

noncarrier
NBlengthW 

, thus obtaining an improvement of the performance. Moreover, if the 

upper bound 
max

noncarrier
NB

 is arbitrary chosen, without considering the length of the watermark 

string W.length, and the duplicate sub-procedure is not used, the asymptotic computational time 
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and space complexity is ).( lengthW , since 
max

noncarrier
NB

 is almost constant. 

2.2. Region Of Interest (ROI) Watermarking 

 In several scenarios it could be necessary to protect only a Region Of Interest (ROI) of a 

DNA microarray image. For this reason, we introduce a reversible scheme, based on the 

Embedding procedure outlined in Algorithm 3, which enables the embedding of a watermark 

string according to a user-defined ROI. For example, our proposed scheme enables to embed the 

digital signature of the ROI into the ROI itself. In this case, once the watermark has been 

extracted and the ROI recovered, it is possible to verify the presence of any alterations. 

Therefore, if the processing is focused only on the ROI, malicious alterations outside this 

user-defined region could not invalidate the processing of the image. However, we emphasize 

that before being processed, the DNA microarray image should be recovered, by extracting the 

watermark string, since the ROI is altered by the watermark. On the other hand, one of the most 

important advantages related to the embedding of the watermark outside the ROI, is that such an 

embedding does not alter the ROI itself on the watermarked image. Thus, some processing which 

involves only the ROI might be still performed directly on the watermarked image. In addition, 

also in this case, the integrity of the ROI can be verified, by checking whether the watermark 

contains the digital signature of the ROI. We stress that to define and select the ROI area, our 

scheme requires the active participation by the end-user, as graphically outlined in Fig. 7. In 

detail, the end-user can interact with the system through several input devices, as for instance by 

using touch-screen-based devices (tablets, smartphones, embedded computers), digital pens, 

mouse, etc.. 

 In Fig. 6 we show the logical functioning of the embedding scheme. In our scheme, after 

the selection of a ROI by the end-user, the watermark W will be embedded into the selected ROI 

or outside it, depending on the end-user preferences. 

 More precisely, in the first phase, the area of the image in which the end-user can select a 

ROI is identified. Basically, the selected area, referred to as ROI Selectable Area (ROISA), is a 

rectangle that contains all the significant portions of the image, i.e., the spots. Subsequently, by 

considering the ROISA, a mask referred to as 
SA

ROI

M  is obtained, through the 

RO I
SA

C om puteM ask  procedure outlined in Algorithm 5, which has asymptotic time and space 

complexity )..( heightIwidthI  . Afterwards, the ROI coordinates, which are represented by 
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means of the bit string WCOORDS, are embedded outside the ROISA, through the Embedding 

procedure, as shown in Fig. 8. 

 We denote the output of the first embedding as 
COORDS

W

I . Similarly, the watermark W is 

embedded into the user-defined ROI, as highlighted in Fig. 8. Again, we emphasize that the 

watermark W can be also embedded outside the ROI, but inside the ROISA. It is important to 

highlight that the ComputeMask procedure is used to compute the proper mask M
ROI

, according 

to the user-defined ROI and ROISA. In detail, M
ROI

 is used to embed W inside or outside the ROI, 

based on the end-user preferences. Similarly to the 
RO I

SA
C om puteM ask  procedure, the 

asymptotic time and space complexity of ComputeMask is )..( heightIwidthI  . Subsequently, 

I
W

 is obtained by the embedding of W into 
COORDS

W

I , according to M
ROI

. Finally, I
W

 is returned as 

output. 

 

2.2.1. ROI Selectable Area Identification 

 It is important to remark that DNA microarray images are highly structured, since their 

spots, which are characterized by higher intensity, are located on a regular grid [29]. Starting 

from such consideration, to identify the grid we analyze the average pixel intensities of such 

images. In our scheme, the grid is substantially the area in which it is meaningful, for the 

end-user, to select a ROI, i.e., the ROISA. As a consequence, all the significant parts of a DNA 

microarray image will be contained into the grid. 

 Figs. 9 and 10 show an example concerning the trend of the average intensities, 

column-by-column and row-by-row, of a DNA microarray image, respectively. 

 We logically characterize, in a given DNA microarray image, the boundaries of the 
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ROISA by considering two vertical axes, denoted as x(W) and x(E), respectively, and two horizontal 

axes, denoted as y(N) and y(S), respectively, as shown in Fig. 11. As it can be observed from Fig. 

11, by using the intersections of such axes, it is possible to identify, through the points 
SA

ROI

P
1 , 

SA
ROI

P
2 , 

SA
ROI

P
3  and 

SA
ROI

P
4 , the rectangle characterizing the ROISA. In Algorithm 6 we report 

the ROISAIdentification procedure, which invokes the 
( )

x
W

Compute , 
( )

x
E

Compute , 
( )

y
N

Compute  

and 
( )

y
S

Compute  sub-procedures, to identify the aforementioned vertical axes and then, the 

intersection points 
SA

ROI

P
1 , 

SA
ROI

P
2 , 

SA
ROI

P
3  and 

SA
ROI

P
4 . 

 

 In this section we only report the 
( )

x
W

Compute  and 
( )

x
E

Compute  sub-procedures, 

outlined in Algorithm 7 and Algorithm 8, respectively, which identify the two vertical axes, 

referred to as x(W) and x(E). We remark that the 
( )

y
N

Compute  and 
( )

y
S

Compute  sub-procedures 

are substantially symmetrical to 
( )

x
W

Compute  and 
( )

x
E

Compute , even if they operate on the 

horizontal axes, i.e., y(N) and y(S). We emphasize that the averageIntensitiesVERTICAL sub-procedure, 

used by the 
( )

x
W

Compute  and 
( )

x
E

Compute  sub-procedures, computes the average intensities of 

the pixels on the i-th vertical axis of I. Again, we point out that the average intensities of a 

vertical or horizontal axis, containing significant information, are higher than the average 
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intensities of the ones that do not contain significant information. Based on the aforementioned 

considerations, to properly identify the first vertical axis which contains significant information, 

the 
( )

x
W

Compute  procedure analyzes the trend of the column-by-column average intensities of I. 

In particular, for widthIi .1  , given the input DNA microarray image I, such a procedure 

processes the average intensities of the i-th column x(i), as shown in Fig. 12. The 
( )

x
W

Compute  

procedure returns the index i of the vertical axis in which the average intensities is greater 

(according to a given threshold) than the mean of the average intensities of a certain number of 

previous references, denoted as numOfRefs. More precisely, the percentageOfPeak parameter is 

used to define the amount, in terms of percentage, according to which the i-th column 

undergoing processing can be regarded as containing significant information. We stress that the 

percentageOfPeak and numOfRefs parameters can be specified by the end-user. Informally 

speaking, the 
( )

x
W

Compute  procedure identifies, through a left-to-right scanning, the first 

significant peak which occurs in the trend of the column-by-column average intensities. 

 Similarly, the 
( )

x
E

Compute  procedure, analyzes the i-th column, denoted as )( i
x

, 

concerning the trend of the column-by-column average intensities of I; the main difference is that 

such a procedure operates from widthIi .=  to 1 and decrement i at each step. Furthermore, 

such a procedure considers the subsequent numOfRefs references, instead of considering only the 

previous ones. 

 The asymptotic time complexity of the 
( )

x
W

Compute  procedure is 

)..( numOfRefsheightIwidthI  . In detail, the number of iterations of the outer for loop, is 

equal at the most to 1. widthI , whereas, the number of iterations of the nested for loop, is 

equal at the most to numOfRefs. Notice that, in the nested for loop, the averageIntensitiesVERTICAL 

sub-procedure is invoked at each iteration. The asymptotic time complexity of this latter 

sub-procedure is ).( heigthI , since it processes all the samples of a given column of I. Again, 

the averageIntensitiesVERTICAL procedure is invoked ).( numOfRefswidthI   times. The 

asymptotic space complexity of the 
( )

x
W

Compute  procedure is (1) , since such procedure, and 

the sub-procedures it invokes, do not use any structure dependent on the size of the input. 
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Similarly, the 
( )

x
E

Compute , 
( )

y
N

Compute  and 
( )

y
S

Compute  procedures have the same 

asymptotic time and space complexity as 
( )

x
W

Compute . Therefore, the asymptotic time and 

space complexity of the ROISAIdentification is )..( numOfRefsheightIwidthI   and (1) , 

respectively. 

 It is important to emphasize that the extraction process is able to identify, in the same 

manner, the ROISA from the watermarked DNA microarray image, even when the embedding of 

the bit string WCOORDS has modified some pixel values outside the ROISA. Indeed, the trend of the 

average intensities results to be very similar, since the variations are not relevant. More precisely, 

only a sub-set of pixels in the portion of I outside the ROISA will be affected by the modification 

of the values. Finally, the values of the modified pixels will be increased or decreased by 1. 
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2.2.2.

 User-defined ROI Selection 

 After the identification of the ROISA, the end-user can select a ROI in which the 

watermark string W will be embedded. More precisely, a user-defined ROI is identified by four 

points, i.e., P1, P2, P3 and P4. In Fig. 13 we show an example of user-defined ROI. 

 In order to enable the identification of the user-defined ROI by the extraction algorithm, 

the coordinates of the points Pi, where 1 ≤ i ≤ 4, are embedded outside the ROISA, through our 

modified scheme. By doing this, the extraction algorithm, after the identification of the ROISA, 

can extract the points and reconstruct the user-defined ROI. We stress that no significant pixels 

are modified by such an embedding. In detail, let WCOORDS be the bit string that represents the 

points Pi, which will be embedded outside the ROISA, and let m be the number of bits used for the 

representation of a coordinate value. The representation of each point Pi has size 2 × m bits, i.e., 

m bits for the x-coordinate and m bits for the y-coordinate, whereas, WCOORDS has size 8 × m bits, 

i.e., 4 × (2 × m). Notice that it is also possible to optimize the size of WCOORDS, by reducing its 

size of 50%. In detail, only the P1.x, P1.y, P2.x and P3.y coordinate values can be considered, 

since ).,.(=
111

yPxPP , 
).,.(=

322
yPxPP

, 
).,.(=

313
yPxPP

 and 
).,.(=

324
yPxPP

. As a 

consequence, by considering only such values, the bit string WCOORDS has size of 4 × m bits, 

instead of 8 × m. Finally, we employ another bit, which will be used by the extraction process to 
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know if the watermark has been embedded into the user-defined ROI, or outside of it. In detail, if 

the watermark is embedded into the user-defined ROI, the bit value will be equal to 0, otherwise, 

the bit value will be equal to 1. Thus, the final size of WCOORDS is equal to 4 × m + 1 bits. As a 

final remark, notice that the asymptotic time and space complexity of such optimization is 

(1) . 

3. Experimental test results and discussion 

 In this section we describe and discuss the results obtained by evaluating a working 

prototype of our scheme. In general, we evaluate our scheme with respect to three aspects: 

reversibility, imperceptibility of the embedded information and execution time. We remark that 

the whole testing activity has been performed by using a publicly available dataset [41]. More 

precisely, we first evaluate the basic version of our scheme, by assessing its imperceptibility and 

reversibility. Afterwards, we evaluate the relative ROI-based version, also assessing its 

performance in terms of execution time. Following an approach similar to the one used in [20], 

we highlight that, as a testing environment, we used an extremely hardware-constrained device, 

i.e., the Raspberry Pi, to show the adequacy of our proposal on embedded devices. 

3.1. Basic version of the proposed watermark scheme 

 We evaluate the imperceptibility of the proposed scheme, that is to say, the embedded 

watermark should not be perceivable. For this reason, we employ the following two metrics: 

Peak Signal to Noise Ratio (PSNR) and Q Index (QI) [47]. The PSNR is a well-established 

measure of similarity between the original image and the watermarked one. Such a measure is 

easy to compute and analytically tractable. However, it is widely known that the PSNR does not 

consider human visual sensitivities [48]. Consequently, to better evaluate the image quality 

through objective measures, we also employ the QI. The QI ranges from −1 to 1. In particular, 

the best value for the QI is 1, which means that the compared images are exactly the same, 

whereas, the worst value is −1, which means that the compared images are completely different. 

 In detail, we focus on test results achieved through several experiments, performed on a 

dataset composed by 109 DNA microarray images, aimed at assessing the effectiveness of the 

proposed scheme. In particular, such images come from the dataset referred to as Yeast [41], 

where each image is stored in 16-bit TIFF format and has resolution of 1024 × 1024. 

 In Figs. 14 we show the trend of the PSNR values obtained by comparing the 

unwatermarked image, with respect to those in which a watermark has been embedded. In detail, 
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in Fig. 14a we embed a watermark string of 128 bits, whereas, in Fig. 14b we embed a 

watermark string of 256 bits. In both cases, we set T = 1500. Again, in Fig. 15, we follow the 

same lines followed above, as shown by Figs. 15a and 15b, but setting T = 2500. In detail, on the 

x-axis, we report the tested images, whereas, on the y-axis, we report the PSNR value obtained 

by comparing the unwatermarked image with respect to the watermarked one. Furthermore, we 

remark that we achieve values for the QI very close to 1, i.e., around 0.99999997, when the size 

of W is 128 and T = 1500, which means that there are no perceivable differences between the two 

images. 

 Again, by analyzing the above mentioned figures, it can be noticed that the values 

assumed by the PSNR are very high. Consequently, such results validate the fact that the 

watermark is not human-perceivable. For this reason, non-medical consultation and online 

viewing might be still performed by the end-user, without perceiving any alteration of the image. 

Finally, as mentioned before, end-users interested in a deeper analysis/processing can recover 

exactly the original image, by extracting the embedded information. In detail, for what concerns 

this aspect, we verify the reversibility of our scheme, by comparing each recovered image with 

the relative unwatermarked one. We stress that in all the experiments carried out, each recovered 

image is the same as the relative unwatermarked one. 

3.2. ROI-based version of the proposed watermark scheme 

 In this subsection we report the performance of the proposed ROI-based watermarking 

scheme. First, the end-user selects a specific ROI, which is used for all the experiments. Such a 

ROI has size of 578 × 327 (which covers about the 18.03% of the whole image) and is located 

approximately in the center of the image. We evaluate the average execution time required by the 

main phases of the embedding and extraction processes, inside and outside the specified ROI, on 

10 DNA microarray images of the dataset mentioned in Section 3.1. Such phases are: the 

identification of the ROISA, the embedding/extraction of WCOORDS and the embedding/extraction 

of W. The prototype of our scheme is a Java-based application, which can be run on several 

heterogenous hardware and software environments. In particular, in our experiments, we 

considered three testing environments. For what concerns such environments, the most important 

thing to note is that one of them is based on the Raspberry PI B Plus, which is a credit card-sized 

single-board computer with constrained hardware capabilities. In Table 1 we report, for each 

environment, the average execution time (in ms) required for embedding the watermark string 
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into the user-defined ROI of 10 images. In detail, in the 7-th and 12-th row, we report the 

average execution time regarding the ROISA identification, whereas, in the 8-th and 13-th row, 

we report the average execution time concerning the embedding/extraction of WCOORDS. Again, in 

the 9-th and 14-th row, we report the average execution time concerning the 

embedding/extraction of W. Furthermore, in the 10-th and 15-th row, we report, for each testing 

environment, the average total execution time required by the embedding and 

extraction/recovery phases. Similarly to Table 1, in Table 2 we report the average execution time, 

taken on 10 images, when the embedding/extraction is performed outside the user-defined ROI. 

We emphasize that the results are achieved by using the following parameters: K = 23456, 

numOfRefs = 5, percentageOfPeak = 25, m = 11 and W composed by 128 bits, respectively. 

 Figs. 16 and 17 show the percentage of execution time relative to the embedding and 

extraction processes in the user-defined ROI, respectively. From such figures, it can be observed 

that the average execution time concerning the identification of the ROISA is less than 5% 

(ranging from 3% to 4%) of the overall execution time. Moreover, the average execution time of 

the embedding/extraction of WCOORDS is around 30%, when W is embedded into the ROI, and 

35%, when W is embedded outside the ROI. We emphasize that the average time for the 

embedding/extraction of W takes from 60% up to 68% of the overall execution time. Finally, as 

done in Section 3.1, the reversibility of the scheme has been successfully assessed. 

4. Conclusions and future research perspectives 

 The DNA microarray imaging technology represents one of the most important 

components in the field of genomic analysis, which can be relied on for storing, managing, 

sharing and exchanging genomic data. However such data may still present a lot of risks [31], 

mainly when we consider the security implications of their adoption in IoLT context. Indeed, 

commonly employed techniques for data protection, such as encryption (e.g., the approach 

proposed in [33]) or the use of metadata into the image header, are doomed to fail when dealing 

with DNA microarray images in complex scenarios. Accordingly, we presented an invisible 

fragile watermarking scheme, explicitly addressed for DNA microarray images, which can be 

used to protect such images in a reversible manner, so that, the original image can be completely 

restored upon the extraction of the embedded information. Moreover, we extended the above 

mentioned scheme to enable the embedding of the watermark string into a user-defined ROI. 

Finally, test results proved the effectiveness of our scheme, besides showing its efficiency, even 
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on devices characterized by constrained hardware and software capabilities. We emphasize that 

this confirm the applicability of our proposal directly within on-board miniaturized sensors. 

 In future works we intend to improve our ROI-based watermarking scheme, by 

considering further and more complex techniques for the ROI selections. Again, we plan to 

consider the possibility of allowing the end-user to select more than one ROI. Finally, we intend 

to take into consideration other geometrical shapes for characterizing the ROI, as for example 

complex polygons. 
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Figure 1: A typical DNA microarray image, along with the sub-images characterizing the green 

and red channels of such image. 

Figure 2: The embedding process of the proposed scheme. 
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Figure 3: Example of an output of the Segmentation procedure. 

Figure 4: The extraction process of the proposed scheme. 

Figure 5: Example of application of our proposed scheme. 

Figure 6: Overall logical functioning of our ROI watermarking embedding process. 

Figure 7 User interactions in the proposed scheme. 

Figure 8: Embedding of W and WCOORDS into the image. 

Figure 9: Average Pixel Intensities (column-by-column). 

Figure 10: Average Pixel Intensities (row-by-row). 

Figure 11: Vertical and horizontal axes characterizing the ROISA. 

Figure 12: Example of the processing concerning the trend of the column-by-column average 

pixel intensities. 

Figure 13: User-defined ROI. 

Figure 14: Trend of the PSNR values (T = 1500). 

Figure 15: Trend of the PSNR values (T = 2500). 

Figure 16: Percentage of the execution time required for each phase relative to Table 1 

Figure 17: Percentage of the execution time required for each phase relative to Table 2 

 

Table 1: Average execution time for the embedding and extraction processes using the reported 

testing environments. The entries are reported in milliseconds (ms). W is set to be embedded 

inside the ROI. 

Testing Environments 

CPU Intel Core i5 

4200M 

Intel Atom 

Z3735G 

RaspBerry 

PI B+ 

RAM 8 GB 

(DDR3L) 

1 GB 

(DDR3L) 

 

Memory 

Space 

1000 GB 16 GB 

(eMMC) 

 

OS Windows 10 

Home 

Windows 10 

Home 

Raspbian 

Jessie 

Embedding 

ROISAIdetin 10 103 494 
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tification 

Embedding 

(I) - 45 bits 

138 857 4552 

Embedding 

(II) - 128 

bits 

537 2142 9756 

Total 685 3102 14802 

Extraction and Recovery 

ROISAIdetin

tification 

12 97 444 

Extraction 

(I) - 45 bits 

137 879 4187 

Extraction 

(II) - 128 

bits 

519 2206 9275 

Total 668 3182 13906 

Table 2: Average execution time for the embedding and extraction processes using the reported 

testing environments. The entries are reported in milliseconds (ms). W is set to be embedded 

outside the ROI. 

Testing Environments 

CPU Intel Core i5 

4200M 

Intel Atom 

Z3735G 

RaspBerry 

PI B+ 

RAM 8 GB 

(DDR3L) 

1 GB 

(DDR3L) 

 

Memory 

Space 

1000 GB 16 GB 

(eMMC) 

 

OS Windows 10 

Home 

Windows 10 

Home 

Raspbian 

Jessie 

Embedding 

ROISAIdetin 12 111 497 
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tification 

Embedding 

(I) - 45 bits 

103 855 4206 

Embedding 

(II) - 128 

bits 

236 1236 7732 

Total 351 2202 12435 

Extraction and Recovery 

ROISAIdetin

tification 

6 97 437 

Extraction 

(I) - 45 bits 

114 852 4165 

Extraction 

(II) - 128 

bits 

217 1213 7276 

Total 337 2162 11878 
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