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The goal of the Internet of Things (IoT) is to create an integrated ecosystem for devices to communi- 

cate over the Internet. To achieve this goal, efficient inter-operation is needed among Device to Device 

(D2D) communication technologies that make up the ecosystem. Currently, these technologies operate 

in vertical silos with different protocols. We explore the challenges associated with the integration and 

interoperability of these D2D technologies by focusing on network layer functions such as addressing, 

routing, mobility, security and resource optimization. We identify the limitations of the current TCP/IP 

architecture for D2D communication in the IoT environment. We also discuss some of the limitations 

of the 6LoWPAN architecture and describe how it has been adopted for D2D communication. Finally, we 

present solutions to address the limitations we have identified for the network layer functions as appli- 

cable to D2D communication in the IoT environment. 

© 2016 Elsevier B.V. All rights reserved. 
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. Introduction 

Over the years, communication between humans as well as

ommunication between human and devices has evolved a lot. The

biquitous deployment and use of devices of all kinds have made

evice to device communication increasingly important. Today, var-

ous types of devices are either attached to humans (for interac-

ion or monitoring) or operate on their own (for control or au-

omation). These devices are personal electronics, home appliances,

ealth monitors, smart vehicles, industrial sensors and actuators. 

The Internet of Things (IoT) ecosystem is a platform that en-

bles these uniquely identifiable devices with Internet connectiv-

ty capability, so that they can transmit information between each

ther and with humans. It is a complex, vast and rapidly expanding

cosystem that enables global seamless ubiquitous intercommuni-

ation between devices. 

Seamless ubiquitous connectivity between devices has been fu-

led by the need for easy access to data, which can be processed

nd utilized to provide improved services for applications such

s smart grid, health monitoring, home area networking, building
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utomation and vehicular communication and telecommunication 

1] . Thus, almost all devices ranging from health monitors, sen-

ors, industrial automation devices, vehicles and home appliances

ow possess Internet connectivity capability which has increased

he adoption and proliferation of the IoT. Several forecasts predict

hat by 2020, the number of everyday objects/devices (things) that

ill be connected to the Internet will reach about 50 billion [2] .

ig. 1 shows how the number of connected devices continues to

ise significantly in comparison with the world’s population. The

ncrease started with the proliferation of consumer devices (e.g.,

martphones, tablets, laptops, TVs and home appliances). However,

ver time, most connected devices deployed will be in industrial

nd public sectors (e.g., RFID tags, soil monitoring sensors, build-

ng sensors, street lights, and smart meters). 

The strong interest in IoT began with the emergence of smart

hones, which have been used to create new applications/services

hat are generating new revenue streams. Subsequently, more

evice manufacturers got motivated to develop even more smart

evices to support emerging applications and services such as

obile-money and mobile crowd-sensing (where data is collected

or decision and policy making). The IoT also promotes new

usiness models for telecommunications (e.g., pay per use) [1] .

emantics and intelligent sensing coupled with learning algo-

ithms can also be used to develop new applications. For example,
 smart device can use semantics to infer user’s intentions and 
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Fig. 1. Growth of connected devices [2] . 
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provide services based on the inferences without user’s involve-

ment. Such an application can be provided by a smart home

entertainment system that has the ability to determine which

service(s) to provide according to the user’s preferences. 

New paradigms stimulating the rapid deployment of IoT include

Software Defined Networking (SDN), Information Centric Network-

ing (ICN), Network Functionality Virtualization (NFV), Bluetooth

Low Energy (BLE), Nearby Field Communication (NFC), and Wire-

less Fidelity-direct (WiFi-direct). Fog networks and big data analyt-

ics are also emerging concepts advancing the adoption of IoT [1] . 

Many IoT applications involve the pervasive aggregation of data

from devices in order to manage the physical world [3] . Predictive

analytics and real-time optimization models can be applied to such

data for the creation of the wealth of knowledge that will enable

a “smart world”, which is the main goal of the IoT [1] . However,

this data collection and analysis are possible if the data can be

accessed over the Internet. To achieve this goal, interconnectivity

and interoperability are required among different types of hetero-

geneous devices that co-exist in the IoT ecosystem. Most IoT de-

vices are expected to be self-configuring and adaptive thereby re-

ducing human intervention. As such, Device-to-Device (D2D) com-

munication is expected to be an intrinsic part of the IoT ecosystem.

Typically, D2D communication involves direct short-range commu-

nication between devices without the support of a network in-

frastructure (e.g., base stations or access points). In D2D commu-

nication, devices co-operate to exchange information among each

other via multi-hop transmissions. Most applications/service in the

IoT ecosystem will be realized by D2D communication networks

such as the Digital Enhanced Cordless Telecommunications Ultra

Low Energy (DECT ULE), Zigbee, Bluetooth Low Energy (BLE), Power

Line Communication (PLC), Radio Frequency Identification (RFID)

and Near Field Communication (NFC) [4] . However, these are pro-

prietary communication technology standards, which have existed

in vertical silos. Besides, they were designed for applications that

did not require Internet connectivity for devices. 

Although D2D communication will be predominant in the IoT,

yet much of the attention on D2D communication has focused pri-

marily on the Long Term Evolution (LTE) cellular network. Cellular

networks are a part of the IoT ecosystem, but most D2D commu-

nications will be carried out by devices such as sensors and actu-

ators. Since diverse IP and non-IP technologies will co-exist in the

IoT, it is vital to understand the integration challenges that need

to be addressed at the network layer in order to enable seamless

ubiquitous connectivity among D2D communication devices in the

IoT. 

Basically, the IoT ecosystem’s platform can be divided into three

levels namely, the sensing level (for data generation), communica-

tion level (for device connectivity and data transmission) and man-

agement level (for data collection, storage, processing and manage-

ment) [5] . The sensing level includes mobile or stationary devices
Please cite this article as: O. Bello et al., Network layer inter-operation

Things (IoT), Ad Hoc Networks (2016), http://dx.doi.org/10.1016/j.adhoc
hat can generate data in various formats while the communication

evel includes existing and emerging wired or wireless communi-

ation networks. At the management level, data collection, storage

nd analysis technologies are needed. 

.1. Main research contributions and organization of this work 

With reference to the communication level and a focus on D2D

ommunication in the IoT, (a) we highlight some inherent limi-

ations of the current Internet-based protocol stack; (b) we pro-

ide some insight into the inter-operation issues, limitations of

ome D2D technologies including the adoption of IPv6 over Low

ower Wireless Personal Area Networks (6LoWPAN); (c) we iden-

ify some open issues of 6LoWPAN and recommend solutions for

hem; and (d) we present the challenges and solutions for network

ayer inter-operation protocols for D2D communications. 

The remainder of this paper is organized as follows. Section

 discusses the limitations of the TCP/IP architecture that makes its

mplementation on resource constrained D2D communication de-

ices problematic. Section 3 focuses on inter-operation approaches,

he adaptation of 6LoWPAN in some D2D technologies and its lim-

tations. In Section 4 , proposed solutions that address the network

ayer protocol challenges for D2D communications are presented.

inally, Section 5 concludes the paper. 

. Implementation challenges of the TCP/IP architecture for 

2D communication in IoT 

Generally, devices in any communication network use a set of

ules (protocols) for data transmissions [6] . The TCP/IP architecture

s the framework that underpins the communication rules within

he Internet. It breaks down data transmission between any two

evices into five functional layers, namely: the physical, data-link,

etwork, transport and application layers. Many networking tech-

ologies have been developed based on these functional layers.

s data moves between layers, extra framing and control data is

dded to the main data. Such additional information requires pro-

essing and thus incurs substantial processing power and mem-

ry capacity. However, most of the IoT devices cannot meet this

equirement. In addition, D2D communication in the IoT is char-

cterized by the heterogeneity and mobility of a plethora of de-

ices. Thus, the ecosystem will have to be scalable to enable the

eliable transmission of information between devices [7] . However,

he TCP/IP protocols for the Internet are not designed to support

he high level of scalability, high amount of traffic and mobility

resented by the IoT ecosystem [7] . They are significantly limited

n satisfying these new requirements [8] . 

In this section, we identify and discuss the design features of

he TCP/IP architecture that make it difficult to implement on D2D

ommunication devices in the IoT environment. 

.1. Limitations of the TCP/IP architecture for IoT 

The TCP/IP protocol stack cannot enable optimized D2D com-

unication in the IoT because of its built-in properties and opera-

ions such as: 

.1.1. TCP/IP protocol stack is heavyweight 

The TCP/IP stack requires high bandwidth, processing power,

attery power and memory. It needs resources such as sockets

nd buffers to achieve its goal. These resources, however, consume

emory and battery power [9] , which are limited resources on

ighly constrained IoT devices [10] . Usually, a TCP/IP stack stores

ny packet received in a network buffer before it is accessed by the

pper layer protocol. Likewise, any data to be sent is also placed in

uch buffers before transmission. IoT devices may not have enough
 of Device-to-Device communication technologies in Internet of 
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emory space to be utilized as network buffers to store data to be

ent or data received as required by the TCP/IP stack. 

.1.2. Fragmentation and re-assembly 

The TCP/IP architecture permits a sending device to fragment

arge chunks of data into smaller chunks and the re-assembly of

he data at the receiver. Fragmentation is performed when a device

ries to transmit data that is larger than the Maximum Transmis-

ion Unit (MTU) allowed by its network. Each fragment contains

nformation in the header for forwarding to the final destination

11] . This information creates overhead and the processing needs

dditional processing power. The results in [12, 13] shows that

ragmentation can significantly degrade the performance of devices

n the IoT ecosystem. Fragmentation of data before transmission

ay also open the transmission to security threats. In addition, the

oss of fragmented data and the need for re-transmission may de-

rade the reliability and integrity of the transmitted data. In gen-

ral, for resource-constrained networks involving D2D communi-

ation devices, the authors in [12] recommend the need for new

olutions that avoid fragmentation. 

.1.3. Addressing scheme 

The TCP/IP protocol stack adds additional meta-data (i.e., head-

rs and fields) at every layer, thus causing additional processing,

hich consume memory and computing power. 

.1.4. Packet acknowledgement and retransmission 

The requirements for reliability through packet acknowledge-

ent at higher layers hinder the adaptation of TCP/IP protocols on

2D communication devices in the IoT. Re-transmissions cause in-

reased power consumption and drain the limited battery power

urther. Each transmitted bit uses energy and minimizing energy

onsumption is needed [ 14 , 15 ]. 

.1.5. No built-in security capability 

The TCP/IP design architecture lacks an all-encompassing secu-

ity mechanism because security was not considered in the orig-

nal design. Security mechanisms are adapted as sub-layers, thus

ausing overload and extra processing. 

.1.6. Error control and detection mechanism 

The need for error correction and detection slows down traffic

ows within network and also consumes additional computing and

emory resources at the end systems. 

.1.7. Flow control mechanism 

TCP uses a window-based mechanism for flow control. The is-

ue here is that typically; the network can transmit data faster

han a typical D2D communication device can process. If a device

ontinuously receives data without being able to process them, its

eceiving window size will eventually decrease to zero. A zero win-

ow size however, indicates that a device is unable to receive data

nd thus the transmitter should stop its transmission. The number

f operations required by the TCP/IP stack will waste the limited

esources (such as bandwidth memory capacity, battery and pro-

essing power) of D2D communication devices. 

.2. Constrained resources in D2D communication devices 

.2.1. Bandwidth 

Devices in constrained networks typically have low achievable

ata rate of 20 kbps–250 kbps or less [14] . Some of these devices

e.g., light switch/passive sensor) are used for simple applications

nd do not need to transmit large amounts of data [16] . Bandwidth

onstraints of devices in the IoT limit the amount and speed of

ransmission at any time so they are unable to implement complex

ommunication protocols. 
Please cite this article as: O. Bello et al., Network layer inter-operation

Things (IoT), Ad Hoc Networks (2016), http://dx.doi.org/10.1016/j.adhoc.
.2.2. Memory capacity 

The Random Access Memory (RAM) size for constrained devices

s between few kilobytes and a dozen of kilobytes [17] . The storage

ize limits the amount of data that can be buffered at any time.

herefore, such devices cannot store data to be sent or received

efore and after any transmission for upper layer processing. As

uch, some data may be discarded if it exceeds the allowable limit

f a memory-constrained device. 

.2.3. Energy capacity 

It is the amount of power available for a device to sustain itself

ver a period of time. A device’s sustainable period includes its

unctional and sleeping states. The functional states are transmis-

ion, receiving, listening and overhearing states. According to [17] ,

he power source for an energy-limited device can be recharged

r replaced after some time. However, non-rechargeable devices

re discarded after the power has been consumed. So, to save the

attery-life of constrained devices, low bandwidth connections are

esirable [18] . 

.2.4. Processing capacity 

Processing capacity indicates the amount of computing power

 device possesses. The majority of IoT devices (e.g., RFID tags) are

mall, low cost devices with very low processing capacity. Thus,

uch devices require light-weight communication protocols to op-

rate efficiently. They usually have 8-bit processors and clock rates

f about 10 MHz. However, other devices such as consumer elec-

ronic devices, laptop computers, mobile phones, automobiles and

ome appliances in the IoT environment may have medium to high

rocessing capacities. These devices constitute a minority group of

evices in the IoT environment with processors ranging from 16-

it to 64-bit core and frequencies up to the gigahertz [19] . 

. Interoperating D2D communication technologies in the IoT 

The problem of interoperability in the IoT ecosystem arises at

very layer of the protocol stack because of the heterogeneity of

evices, applications and networks. Diverse use-case applications

xist within the IoT. In addition, different proprietary D2D com-

unication technologies exist. These technologies aim to provide

olutions to a set of requirements for different application scenar-

os. So there is no and there may never be a single technology that

ill meet the requirements of all applications to be deployed in

he IoT [20] . For example, BLE fulfils the need to run devices on

 button cell battery, while ZigBee creates inexpensive D2D net-

orks with no centralized infrastructure. As such the billions of

evices in the IoT are expected to operate with different technolo-

ies to provide different services. However, an IoT application may

lso require simultaneous interaction between devices implement-

ng different technologies, as in home automation, smart city and

mart grid applications [1] . These applications highlight the in-

vitability of inter-operating and integrating D2D technologies in

he IoT. Thus the problem of interoperability requires a more prag-

atic and comprehensive approach. There have been several ef-

orts towards solving the interoperability issues within the IoT, but

ost are focused on the application layer. 

In this paper, we focus on how to achieve network layer inter-

perations of D2D communication technologies. A network layer

olution for interoperating D2D technologies is crucial because

ach technology operates with unique and customized protocol

tack. The IoT ecosystem will be fully realized when the data across

ilo systems is utilized to provide end-to-end solutions [ 21 , 22 ]. 

Fig. 2 depicts two approaches for interoperating silo networks.

ig. 2 a requires a maximum of n(n −1)/2 solutions, where n is the

umber of D2D technology and Fig. 2 b requires only one solution.

ince it is envisaged that the IoT will continue to grow with the
 of Device-to-Device communication technologies in Internet of 
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Fig. 2. Interoperating vertical D2D technology silos [23] . 
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addition of new devices, services and technologies, the approach

in Fig. 2 a is expensive and is not scalable. However, for Fig. 2 b, a

significant challenge is identifying the universal and standardized

interoperability framework at the network layer. 

In this section, we discuss how the 6LoWPAN has been incor-

porated into some D2D technologies in the IoT. In addition, some

drawbacks of the 6LoWPAN are presented. 

3.1. 6LoWPAN 

6LoWPAN is the scaled down version of the IPv6 standard

for LoWPANs [26] . LoWPANs are D2D networks for resource con-

strained devices. The 6LoWPAN was developed for LoWPANs to

facilitate the transmission of IPv6 packets. It modifies the TCP/IP

protocol stack by introducing an adaptation layer between the link

and network layers as shown in Fig. 3 . It performs three key func-

tions: Header Compression (HC), Fragmentation and Reassembly

(FAR) and layer two forwarding. The HC mechanism reduces the

overhead associated with the transmission of IPv6 packet. Layer

two forwarding enables the delivery of IPv6 packets over multi-

ple hops [25] . The adaptation layer also performs neighbor discov-

ery and multicasting functions. The key functions make the header

small and easy to parse [26] so as to reduce the overhead, band-

width, processing and power consumption on resource constrained

devices. 

Next, we discuss typical D2D constrained network technolo-

gies such as DECT ULE, PLC, RFID, BLE and Zigbee and their

limitations and how the 6LoWPAN is leveraged to enable them

interoperate. 

3.1.1. Digital enhanced cordless telecommunications ultra low energy 

(DECT ULE) 

DECT ULE provides packet-mode data transmission for low-

bandwidth and low-power D2D communications applications [28] .

It has two parts: the Portable Part (PP), which is the constrained

device and the Fixed Part (FP), which is the base station. The FPs

may provide Internet connectivity for PPs [27] . Fig. 3 shows the

DECT ULE protocol stack with 6LoWPAN adaptation layer. The PHY

layer operates within 1880 MHz–1920 MHz with a symbol rate of

1.152 Mbits/s [27] . The MAC layer supports channel selection, and

it establishes and releases connections for device discovery and

pairing. It also enables broadcast beacon transmissions for PPs to

identify FPs to connect with. Multiplexing and FAR are provided by

the Data Link Control (DLC). The C-plane of the DLC supports sig-

naling operations while the U-plane enables end-to-end user in-

formation transfer [28] . Channel access is accomplished through

Frequency Division Multiple Access (FDMA), Time Division Multi-

ple Access (TDMA) or Time Division Duplex (TDD). The common

network topology for DECT is star topology. 

IoT applications: home automation, home security, smart me-

ters, home health monitoring. 

Use case: A pendant can be used to transmit status messages to

a health care provider using very little battery power. However, in

case of an emergency, the pendant can set up a voice connection

to an alarm service for the patient [27] . 
Please cite this article as: O. Bello et al., Network layer inter-operation

Things (IoT), Ad Hoc Networks (2016), http://dx.doi.org/10.1016/j.adhoc
Devices: smart meters, door lock, patient monitoring devices. 

Limitations: 1) Mesh topology is not supported. 2) Multicast is

ot supported but can be achieved by replicating unicast messages

n each link, which is not energy-efficient [27] . 

.1.2. IEEE 1901.2 standard 

It specifies the PHY and MAC technology for narrow band D2D

ommunication via existing alternating and direct current elec-

ric power-lines for less than 500 KHz power-line devices [ 29 , 30 ].

owever, devices implementing the IEEE 1901.2 standard still share

he same constraints as devices using the wireless medium [31] .

ig. 3 illustrates the IEEE 1901.2 protocol stack. The PHY layer

upports communication in the 10 KHz–490 KHz band using Or-

hogonal Frequency Division Multiple Access (OFDM) to provide

obust communication over the harsh power-line medium [29] .

he Adaptation (ADP) sub-layer offers an interface for the 6LoW-

AN layer, compresses and decompresses datagrams for transmis-

ion via the power-line. It may also supervise the network attach-

ent procedure for devices [29] . The MAC sub-layer is an enhance-

ent of the IEEE802.15.4-2006 standard and allows channel access

hrough the Carrier Sense Multiple Access with Collision Avoid-

nce (CSMA/CA) mechanism with a random back-off time. It also

erforms FAR, connection set-up and maintenance; and topology

esolution. 

IoT application: smart grid networks, home area networks, road

ransport communication, intelligent street lighting. 

Use case: For home-to-grid applications, devices can interact di-

ectly with the electricity grid via the Internet to report utilized

nergy [32] . Other home appliances can also report their energy

tilization for users to adjust their energy consumption. 

Device: smart electric meters, home appliances, electric plugs. 

Limitation: 1) As the number of devices on the Power Line

ommunication (PLC) network increases, a larger address space

ill be required to ensure end-to-end connectivity so that new ap-

lications can work in a transparent manner [32] . 2) The standard

oes not support efficient multicasts. 

.1.3. Radio frequency identification (RFID) 

RFID technology uses radio frequency signals to identify and

onitor objects or people in real-time without the need for line-

f-sight connection [33] . A RFID system comprises of a tag, a

eader and a host. A tag is a microchip that communicates via

ireless links on radio frequencies between 125 KHz–915 MHz.

ags are usually passive read-only devices with no processing ca-

ability [34] . However, some tags are classified as active tags be-

ause they have read-write capability and built-in battery. Read-

rs transmit information to tags by modulating a Radio Frequency

RF) signal. Passive tags within the range of a reader receive infor-

ation and operating energy from the modulated RF signal. Read-

rs receive information from tags by transmitting Continuous Wave

CW) RF signals to tags. 

IoT application: asset tracking, wildlife monitoring, vehicle

dentification, retail logistics and healthcare monitoring. 

Use case: (1) Tags can be attached to clothing or other items

nd an alarm is triggered if the goods leave the store before the

ag is deactivated. (2) RFID tags may also be attached to animals

r vehicles in order to track them through the reader. 

Device: RFID tags. 

Limitations: (1) Requires a large addressing space to manage

ifferent identification codes for tags. (2) As tags move around,

heir network prefix changes thus, keeping track of tags becomes

hallenging [35] . (3) Data security and user privacy is a challenge

s tags are prone to unauthorized access, traffic analysis and denial

f service attacks [36] . 
 of Device-to-Device communication technologies in Internet of 
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Fig. 3. 6LoWPAN on vertical D2D technology silos. 
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.1.4. Bluetooth low energy (BLE) 

BLE enhances the classic Bluetooth standard by allowing wire-

ess connectivity for low cost devices that operate with ultra-low

ower [37] . It is useful for devices transferring small quantity of

ata at low data rate within relatively short ranges. 

The BLE PHY layer depicted in Fig. 3 defines two PHY channels,

hich are the piconet and advertising channels. Devices can use

nly one of these channels at a time. Piconet channels are used

or communication between connected devices and are associated

ith specific piconets. Advertising channels are used to broadcast

nformation to disconnected devices or to set up connections be-

ween devices. 

The BLE link layer performs acknowledgement and repeat re-

uest [38] . The BLE Logical Link Control and Adaptation Layer Pro-

ocol (L2CAP) support connection-oriented channels, multiplexing

nd error control. It uses a credit-based scheme to multiplex data

ent over multiple channels [39] . It also performs FAR to allow

fficient transfer of large data. Internet Protocol Support Services

IPSS) enables the discovery of other IP-enabled devices and sets

p link-layer connection for transmitting data. The set-up allows

LoWPAN to operate. The Attribute Protocol (ATT) enables a device

server) to expose its set of attributes and associated parameters

o a peer device (client) while the Generic Attribute Profile (GATT)

ses the ATT to define the procedure, format and characteristics of

 service. The BLE protocol stack in Fig. 3 supports address auto-

onfiguration [40] and neighbor discovery. 

IoT application: health and fitness, proximity applications, body

ensors, in-car communication and home automation. 

Use case: (1) To enable presence detection, such that light is ei-

her turned off or on, or a door is shut or opened when authorized

erson’s presence is detected. A BLE-enabled car key can detect its
 d

Please cite this article as: O. Bello et al., Network layer inter-operation

Things (IoT), Ad Hoc Networks (2016), http://dx.doi.org/10.1016/j.adhoc.
wner’s proximity to the car and automatically open the car. (2) A

LE-enabled body thermometer can send its readings to a smart-

hone so that a care-giver can monitor a sick person’s temperature

41] . 

Device: body patch, watches, thermometers, smartphones. 

Limitations: (1) Very low operating power limits high data

ransfer rates. (2) The number of connected devices allowed on the

LE network makes it difficult to scale [25] . (c) In addition, the Star

opology that BLE uses creates basic security concerns [41] . 

.1.5. Zigbee IP 

Zigbee provides low-cost, two-way wireless communications at

ery low-power consumption. It was revised to Zigbee IP, which

pecifies requirements for developing devices for D2D communica-

ions in the IoT environment. Devices can join networks, pair with

ther devices to operate and interact without a centralized con-

rol [24] . A device can function as a Zigbee Coordinator (ZC), Zig-

ee Router (ZR) or a Zigbee End Device (ZED) [42] . ZC initiates the

etwork formation and controls the network. ZRs relay traffic for

EDs and may be used to extend the network if required. ZEDs are

ther devices connected to the Zigbee network and are managed

y ZCs and ZRs. 

The PHY and MAC layers conform to the specifications of the

EEE 802.15.4-2006 standard. Basically, the link layer allows the

iscovery of Zigbee networks within some range. The management

ntity enables a Zigbee device to perform power management, au-

hentication, network access control and security key distribution

42] . 

IoT application: smart energy, home/building automation, in-

ustrial remote controls, health care and retail services. 
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Use case: (1) Patients with Zigbee medical sensors can mon-

itor their heart rate, blood pressure or glucose level to note any

anomalies. The data collected is securely transmitted to the data

collection unit for the care provider to access [43] . 

Device: sensors, light switches, thermostats. 

Limitations: (1) Inflexible address allocation and naming of au-

tomated remote devices that may be communicating [44] . (2)

Power efficiency is critical because Zigbee devices are often not

connected to power. (3) Zigbee does not allow inter-operability

with other non-Zigbee devices over the Internet. 

Table 1 Summarizes the open issues related to 6LoWPAN, the 

effects of these issues on D2D communication in the IoT and 

some recommended solutions. 

List of acronyms in table 1 

IPHC Internet Header Compression 

DECT ULE Digital Enhanced Cordless Telecommunications Ultra

Low Energy 

BLE Bluetooth Low Energy 

PLC Power Line Communication 

MTU Maximum Transmission Unit 

DLC Data Link Control 

L2CAP Logical Link Control and Adaptation Protocol 

4. Network layer challenges and solutions for D2D 

communication in the IoT environment 

The network layer provides services that enable seamless con-

nectivity between devices. Inter-operation issues and limitations of

D2D technologies are associated with network layer services such

as addressing, routing, resource optimization, security, QoS and

mobility support. However, for D2D communication in the IoT, how

to ensure these services remains a challenge for existing network

layer protocols. In this section, we present the protocol require-

ments that should be satisfied to ensure efficient, robust, reliable

and scalable IoT services. 

4.1. Addressing 

Due to the heterogeneity of devices, efficient device identifica-

tion is necessary for scalable and seamless ubiquitous connectivity

in the IoT. However, as the number of devices increases, will it be

feasible to have permanent or unique identification for each de-

vice? To alleviate the challenge of device identification, addressing

scheme for the IoT must support: 

4.1.1. Flexible allocation of addresses to devices in the network at any

time 

Devices should be able to choose an address for communication

in any application scenario. Customized addresses do not provide

the flexibility required for different application scenarios where

devices may be deployed. 

4.1.2. Network address duplication detection for multi-interface 

devices 

The uniqueness of network address during communication is

paramount in a heterogeneous network environment such as the

IoT. Specifically, for D2D communications the ability to flexibly se-

lect addresses and detect any address duplication on its interfaces

is necessary in some IoT applications [50] . Address duplication de-

tection will allow devices to know if its interfaces have been as-

signed the same address. Multicast, broadcast and anycast commu-

nication addresses should be assigned without causing collision on

multi-interface devices. For instance, if a dual-interface device is

simultaneously involved in smart grid and home automation, an

address duplication detection procedure will be necessary because
Please cite this article as: O. Bello et al., Network layer inter-operation

Things (IoT), Ad Hoc Networks (2016), http://dx.doi.org/10.1016/j.adhoc
t will be connected to both of these heterogeneous networks, and

ill be identified as a single device on each network. 

.1.3. Address recycling 

Some identifiable devices (e.g., tags, medicines, books) may re-

uire network connectivity for a brief period and eventually leave

he network, while other devices may be connected throughout

heir lifetime. 

.1.4. Automatic self-configuration of network addresses 

Some devices may be deployed in remote locations not within

uman reach. Thus, it is desirable that such devices are capable

f performing address self-configuration to eliminate the need for

anual configuration [44] . In addition, the auto-configuration ca-

ability of network address reduces the time taken for configuring

nd managing addresses. New devices should be able to obtain ad-

resses quickly as soon as they join the network so that they can

tart communications promptly. 

.2. Routing 

Direct data transmission between devices is challenging in the

oT ecosystem because of its large scale, dynamic and heteroge-

eous network environment [45] . By exploiting D2D communica-

ion, devices may not communicate over the core network but can

oute data for each other [51] . For this, D2D communication re-

uires new routing strategies that can make use of efficient opti-

ization techniques to tailor the use of network resources as re-

uired by different applications in the IoT. The success of IoT de-

ends on the efficient and intelligent use of network resources

52] . Most traditional routing techniques provide strict and unin-

elligent routing that can waste both network and device resources.

he following factors should be considered by routing protocols

hat operate in the IoT environment. 

.2.1. Multi-copy (MC) routing 

Where multiple copies of a data is present within the network

t any time. Copies are generated by the custodian and routed in-

ependently to different destinations. It is useful for device dis-

overy and route searches. MC routing may also be used for com-

unication. For example, lighting systems may route information

o turn a group of light bulbs on or off simultaneously. It is also

seful in mobile social networks for minimizing message delivery

elay [53] . 

.2.2. Uni-directional (UD) routing 

Benefits networks where asymmetric connectivity exists. Asym-

etric connectivity occurs when the transmission power level or

nterference level around devices vary. A device may be able to

ransmit to its neighbor but the neighbor may not be able to trans-

it back or its transmission may not be received. Asymmetric links

re common in D2D communication (e.g., PLC), where transmission

anges and interference levels vary. Thus, UD routing is useful for

ne-way critical or high-volume transmissions that do not require

cknowledgements [54] . 

.2.3. Device and network constraints metrics 

Constrained resources (e.g., memory, residual energy, sleep in-

ervals, throughput threshold, Received Signal Strength (RSS), Bit

rror Rate (BER), and Interference) should be taken into consid-

ration by routing protocols [55] . In particular, as the number of

evices increases, the contention for spectrum will increase, so de-

ices need to be able to avoid interference-prone links. Thus, rout-

ng protocols must possess cognition for good spectrum conditions

o enable reliable connectivity. 
 of Device-to-Device communication technologies in Internet of 
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Table 1 

6LoWPAN open issues in relation to D2D communication in the IoT. 

The way the function is achieved in D2D silo technology 

6LoWPAN function DECT ULE BLE PLC Zigbee 6LoWPAN open research issues 

and recommendations 

Stateless Address 

Auto-Configuration (SLAAC) 

Applicability : To allow devices to 

join the network by obtaining 

addresses by themselves. 

64 bit Interface Identifier (IID) is 

derived from the 48 bit MAC 

address or DECT device 

addresses. 

64 bit IID is formed using the 48 

bit BLE device address (IEEE 

802-2001) or a randomly 

generated Interface Identifier 

IID. 

IID is from 16 bits and 64 

bits MAC addressing 

scheme based on IEEE 

802.15.4-2006. 

IID is derived from 64 bit 

and 16 bit MAC level 

addressing modes. 

Issue: Insufficient entropy compared to link 

lifetime in IID generation. 

Effect: Devices are vulnerable to address 

scanning and exposed to security threats 

e.g., location tracking, activity correlation 

analysis, device-identification [45] . 

Recommendation: (a) Generation of IID with 

collision-free cryptographic hashing (b) 

Randomized IID for transient 

communication. 

Header Compression(HC) 

Applicability : To reduce the 

overhead associated with the 

transmission of IPv6 packet. 

6LoWPAN HC required, uses 

LoWPAN IPHC ∗ encoding 

format. 

6LoWPAN HC required. 6LoWPAN HC may be 

required. 

6LoWPAN HC required. Issue : Not all header types are supported for 

compression. 

Effect: New encoding specification for every 

new header to be compressed [46] . 

Recommendation: Efficient header 

compression requires further research [46] . 

Fragmentation and Reassembly 

(FAR) 

Applicability : To accommodate 

the MTU requirements of 

LoWPANs. 

6LoWPAN FAR not required since 

the DLC procedures supports 

FAR. 

6LoWPAN FAR not required, FAR is 

provided by BLE L2CAP. 

6LoWPAN FAR not 

recommended. 

6LoWPAN FAR is required. Issue : a) lost fragments and duplicate 

fragments delay processing and occupy 

memory space thereby blocking new 

incoming data. b) no way to authenticate 

received fragments. 

Effect: a) Packet delivery probability is 

reduced. b) Fake and legitimate fragments 

cannot be distinguished [15] , [47] . 

Recommendation : Fragmentation should be 

avoided [15] or a fragmentation indicator 

should be introduced [48] . 

Multicast address mapping 

Applicability : Allows devices to 

participate in a wider range of 

communication with other 

devices. 

No multicast. Not supported. Multicast is a set of 

point-to-point 

transmissions. 

Supports multi-cast. Issue : Maps multicast onto broadcast 

messages. 

Effect : Results in broadcast storms, inefficient 

service discovery and network 

management, consumes energy and 

bandwidth. 

Recommendation: mapping with multicast 

destination filtering at link layer is needed. 

Neighbor Discovery Optimization 

(NDO). 

6LoWPAN NDO for Star topology 

required. 

6LoWPAN NDO for Star topology 

required. 

Uses the mechanism 

described in IEEE Std. 

802.15.4-2006. 

6LoWPAN NDO is required. Issue: a) Does not consider devices’ energy 

saving modes; it assumes devices are 

always on or reachable. b) Insecure 

Neighbor Discovery protocol. 

Applicability : Easy reachability of 

devices over the Internet. 

Effect: a) Poor routing due to sleeping 

devices. b) Insecure D2D communication. 

Recommendation : sleep-aware/energy-aware 

schemes. b) Trust-levels as a security 

metric for connectivity can be used [49] . 
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4.2.4. Information/data-pulling by devices 

This routing action allows devices to request specific data they

require from other devices within the network. If a device needs

a certain data, it broadcasts a query message to devices in the re-

gion where the data resides and waits for these devices to respond

with the data. Properties of the data requested are specified using

attribute-based naming and devices have knowledge of the areas

where the specific data requested resides [56] . 

4.3. Mobility 

In the IoT environment, mobility of devices is common. Conse-

quently, mobility introduces the challenge of locating mobile de-

vices so as to maintain seamless connectivity with them. Mobil-

ity protocols must enable easy reachability of devices within the

IoT ecosystem. For D2D devices with multiple network interfaces,

support for multi-homing within the IoT is necessary so that such

devices can have ubiquitous network access through any network

technology within their coverage range [ 57 , 58 ]. Multi-homing can

enable load sharing, load balancing and network preference setting

for D2D communication devices. 

4.4. Security 

Encryption for stored and transmitted data is required to ensure

privacy and confidentiality of data within the IoT environment.

The computational requirement for today’s encryption mechanisms

poses a significant challenge for resource-constrained devices. In

particular, the processing power and battery life limitations of

most IoT devices will have a huge impact on their ability to run ex-

isting high-end security algorithms [59] . Most of these algorithms

use complex security key management and credential exchange

schemes. Therefore, lightweight security protocols have to be de-

vised for D2D communication within the IoT [60] environment.

Cognitive security protocols are also needed to prevent security

breaches and distributed denial of service attacks. Such protocols

can authenticate and confirm the integrity of devices and software

applications [61] . 

4.5. Quality of service (QoS) 

D2D communication in the IoT will be for different purposes

and thus will generate different types of data traffic. IoT traffic may

be bursty or continuous in nature (e.g., video or voice). Such traf-

fic may have varying delay, data loss or throughput requirements.

Typically, D2D communication for real-time and mission-critical

applications (e.g., obtaining a patient’s real-time health data) re-

quires QoS guarantees [ 13 , 62 ]. QoS protocols must facilitate reli-

able end-to-end connection for such mission critical traffic travers-

ing the IoT environment. In addition, two recommendations that

should be considered by QoS protocols for the IoT include: 

4.5.1. Multi-dimensional QoS provisioning 

Multi-dimensional QoS refers to multiple and varying QoS re-

quested concurrently by multiple entities operating in different do-

mains but within the same system. In a single-service network,

individual applications generate traffic, which requires a set of

QoS constraints to be satisfied in order to deliver a service effi-

ciently. However, the IoT environment is a multi-service and multi-

application network in which diverse applications may have to co-

operate to provide a service [ 63 , 64 ]. Each application has its own

QoS requirements. Thus, QoS must be supported across multiple

dimensions, which means guaranteeing multiple QoS required by

multiple applications operating towards a common service simul-

taneously. Therefore, the process of guaranteeing QoS for some

services in the IoT is complex due to the availability of limited
Please cite this article as: O. Bello et al., Network layer inter-operation

Things (IoT), Ad Hoc Networks (2016), http://dx.doi.org/10.1016/j.adhoc
etwork resources [ 65 , 66 ]. For example, in a health monitoring

ervice, different applications may be integrated to simultaneously

rovide data as input for detecting a patient’s fall. Such aggregated

ata may be from the heart rate monitor, accelerometer, floor pres-

ure sensor, video cameras and alarm systems and these applica-

ions may have dissimilar set of QoS requirements. 

.5.2. Tradeoff between traffic prioritization and fairness 

In addition to the huge volume of traffic generated by the IoT

nvironment, such traffic will also exhibit different characteristics

67] . For example, smart meter traffic will be bursty and intermit-

ent while video streaming will generate continuous traffic. Thus

oS protocols need to ensure that traffic from applications that

onsume a lot of network resources does not dominate traffic with

ow network resource requirements. It is worth pointing out that

raffic from public safety, home medical and health monitoring,

nd video streaming from real-time surveillance cameras will need

o be handled with high priority. However, prioritizing such traffic,

hould not cause starvation for applications such as smart meter

nd web browsing [68] . 

.6. Resource optimization 

Resource optimization is needed for successful IoT deployments.

s the number of IoT devices deployed increases and with limited

uman intervention to fall back on, inefficient and defective de-

ices can waste network resources [51] . A problem that may be

aused by such devices is network congestion due to excessive sig-

aling traffic, which can lead to service degradation or outage. The

ffect of this problem can cascade to other devices thereby affect-

ng the QoS provided by the IoT system. Therefore, resource opti-

ization protocols must apply cognitive intelligent algorithms to

earn about devices’ conditions and consider such as parameters to

e used to adjust network resource allocations accordingly. A ben-

fit of cognitive algorithms is that they are not deterministic and

hey can evolve overtime to suit any network and device condi-

ions [62] . 

. Conclusion and future work 

With the rapid increase in the number of Internet-enabled de-

ices, the IoT paradigm is now a reality. Therefore, integrating and

nter-operating silo-based D2D networking technologies has be-

ome vital. The TCP/IP protocol stack that underpins most net-

orks has a rigid one-size-fits-all structure, which limits its im-

lementation for D2D communication within the IoT. Since de-

ices play a huge role in realizing the IoT, their capabilities are

mportant factors that must be considered in interoperating the

2D network silos. Thus, a practical interoperability framework

hould be device-centric (i.e., decentralized, gateway-free) rather

han network-centric (centralized) because the network is only uti-

ized as a communication pipe [21] . Several gateway-based solu-

ions have been proposed in the past, but the major drawback is

hat they have to be updated when a new technology or device

s developed [24] . For D2D communication in the IoT, a gateway-

ree interoperability framework will be suitable to enable scalabil-

ty. For instance, for a home automation scenario, where the num-

er of light bulbs and sensors operating with diverse technologies

an increase continuously, a scalable framework will enable a con-

istent robust D2D communication [25] . In addition, such a frame-

ork will allow auto-configuration of new devices. Finally, the in-

eroperability framework must be lightweight, adaptable and cog-

itive so that emerging paradigms and concepts such as Informa-

ion Centric Networking (ICN), Software Defined Networking (SDN)

nd Network Function Virtualization (NFV) can be seamless inte-
 of Device-to-Device communication technologies in Internet of 

.2016.06.010 

http://dx.doi.org/10.1016/j.adhoc.2016.06.010


O. Bello et al. / Ad Hoc Networks 0 0 0 (2016) 1–11 9 

ARTICLE IN PRESS 

JID: ADHOC [m5G; June 28, 2016;22:6 ] 

g  

t

 

i  

o  

d

A

 

a  

t

R

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

[  

 

 

 

[  

 

 

[  

 

 

 

 

[  

[  

 

 

[  

 

[  

 

[  

 

 

[  

 

[  

 

 

[  

 

 

[  

 

[  

 

[  

 

[  

[  

[  

 

 

[  

[

 

 

 

 

[  

[  

[  

 

 

[  

[  

 

[  

[
[  
rated to enable future D2D communication within the IoT ecosys-

em. 

We will use the results of the comprehensive analysis presented

n this paper in future experimentation and simulation works to

btain quantitative results on the issues outlined and recommen-

ations proposed in this work. 
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